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MINSKY PARADAOKS: PARAST KRIISI, ENNE KRIISI?
(eessona asemel)

Kéesolev kogumik “Eesti majanduspoliitilised vditlused” ilmub niiid juba
kaheksateistkiimnendat korda. Artiklite tdispikkuses versioonid on toodud
kogumikule lisatud CD-ROM-il ja kogumikus on esitatud artiklite liihikokkuvétted.'
Kvaliteedi tagamiseks on artikleid eelnevalt anoniilimselt retsenseerinud nii Eesti
kui vilisriikide majandusteadlased. Kogumikke annavad koostods vilja saksa
kirjastus Berliner Wissenschafts-Verlag (endine Berlin-Verlag Arno Spitz) ja eesti
kirjastus Mattimar OU.

Kirjutiste-artiklite eesmirk on analiilisida ja hinnata Euroopa Liidus toimuvaid
majanduslikke arenguid ning teha sellest majanduspoliitilisi ja vajadusel ka
poliitilise korra pdhielemente puudutavaid jireldusi. Uleilmse rahandus- ja
majanduskriisi jérgsel ajal on see muutunud eriti oluliseks.

Eestis on praegu kasutusel iihtne ja suhteliselt madal tulumaksumdér (21%), st
proportsionaalne tulumaksusiisteem ning ettevotete jaotamata kasum on tulumaksust
koguni tdielikult vabastatud selleks, et soodustada ettevStete investeeringuid,
tugevdada riigi konkurentsivoimet rahvusvahelisel tasandil ja meelitada ligi ka
vélismaiseid investoreid. Esialgu olid need meetmed edukad. Eesti, nagu ka Liti ja
Leedu, saavutas sisemajanduse koguprodukti puhul kohati kahekohalise
kasvumiira. Ulemaailmne rahandus- ja sellest kujunenud majanduskriis tegi
arengule jéarsu 1opu. Eesti ja kahe iilejddnud Balti riigi majandusarengut on tabanud
iseseisvuse taassaavutamisele jirgnenud aja ringimid tagasilédgid.? Kui enne kriisi
iseloomustas Eesti avalikke eelarveid ilmne iilejadk, mistdttu riigivolg kahanes 3,5
protsendile sisemajanduse koguproduktist, siis niilid on areng esialgu vastupidine.
Investorite usaldus on jarsult vihenenud.

Uks Eesti probleemidest vdib olla jdik vahetuskurss euro suhtes. Kuna Eesti piiiiab
voimalikult kiiresti valuutaliiduga iihineda, hoitakse alal valuutakomitee siisteemi,
mis on périt veel Saksa marga aegadest ja mida Euroopa Keskpank aktsepteerib
Eesti suhtes jitkuvalt ka pdrast Saksamaa eurole iileminekut. Valuutakomitee
siisteemi kohaselt on Eesti Pank kohustatud mistahes ajal vajaduse ilmnedes oma
valuuta stabiliseerimiseks euro ja krooni turule sekkuma. Siinkohal kerkib kiisimus,
kas Eesti krooni devalveerimine oleks suutnud majandusarengut olulisel maéiral
toetada. Uhest kiiljest oleks mdeldav, et devalveerimine oleks Eesti konkurentsi-
vOimet rahvusvahelisel tasandil tugevdanud ja seega elavdanud 15ppndudlust
véliskaubanduse arvelt. Teisalt on kiisitav, kas Eesti suhteliselt vdikese ekspordi-
sOltuvuse juures oleks mérkimisvddrset elavnemist saavutatud. Lisaks tuleb
arvestada, et iile 90 protsendi vilislaenudest on vdetud euro baasil, mistottu Eesti
laenude teenindamine oleks Eesti jaoks jéarsult kallinenud, kuivord reitinguagentuur
Standard & Poor’s (S&P) alandas Eesti krediidireitingut tasemelt A tasemele A—.

! Autori valikul kas eesti, saksa vdi inglise keeles.
% Eesti sisemajanduse koguprodukt oli 2009. aasta kolmandas kvartalis eelmise aastaga
vorreldes vihenenud 15,6 protsenti (Eesti Pank ja Eesti Statistikaamet).



Kui tahta korgema riskiastmega hiipoteeklaenude kriisist alguse saanud viimaste
aastate laastavaid arenguid ohjata, tuleb eneselt kiisida, mida on tehtud selleks, et
takistada niisuguste kriiside kordumist. Kuna héddad said alguse finantsmajandusest,
on niilid reformijate téhelepanu keskpunktis loomulikult just see. Koige tdhtsam
arusaam, milleni jouti, seisneb selles, et kapitaliturud on kaasaegse rahvamajanduse
jaoks nii suure tdhtsusega, et neid ei tohi enam jitta turujoududele vabalt
mangimiseks, vaid neid on vaja reeglitega ohjeldada. Vastasel korral tekib oht, et
finantsturud 1dhevad taas nihkesse ning tdieliku kokkuvarisemise &rahoidmiseks
peab taas kord iildsus tohutuid maksuvahendeid kasutades kahjud enese kanda
votma. Kokkuvdttes tdhendab see, et koorem jaab rahva kanda.

Koigepealt tuleb alustada reitinguagentuuridest. Edaspidi peaksid nad olema
registreeritud riikideiileses agentuuris, neile tuleks kehtestada ranged hindamis-
eeskirjad ja nad allutada pidevale jérelevalvele. Seejuures peab silmas pidama, et
reitingute andmine ja ndustamine oleksid rangelt iiksteisest lahutatud, et viltida
huvide konflikte.

Kaugemaleulatuvad nduded on suunatud sellele, et keelata krediidiasutustel
puhtspekulatiivne omavaheline kauplemine véértpaberite ja derivaatidega, mis ei ole
enam seotud reaalmajandusega. Samuti peab neile keelama osalused riskifondides ja
riskikapitali investeerivates drilihingutes. Sellega tuleb saavutada kommerts- ja
investeerimispankade lahutamine nii, et kommertspangad piirduksid edaspidi jélle
oma péhitegevusega’. Allesjddvate riskide katteks peab omakapital olema piisavalt
suur.

Teised muudatused oleksid jargmised:

¢ juhatuste ja ndukogude litkmete fikseeritud palkadele tuleb kehtestada piirangud
voi siis tuleb lubada neid ettevotte maksustamisel ainult kuni teatud
maksimumsumma ulatuses kuludena aktsepteerida;

o direktorite ja teiste juhtivtdotajate preemiate suurus tuleb kindlaks méérata
pikema aja peale (vihemalt kolmeks aastaks) ja need ei voiks iiletada néiteks 30
protsenti fikseeritud pShipalgast;

e juhatuste ndukogude liikkmed peavad edaspidi oma ettevitete vigade eest
vastutama (ilmajddmine preemiast ja vajadusel ka fikseeritud pdhipalgast);

e kui juhid saavad osa palgast osanikudigustena oma ettevotetes, tohivad nad alles
parast teatud mitte liiga lilhikese aja moodumist neid edasi miiiia, et juhid
lahtuksid oma otsustes mitte lithiajalisest edust, vaid jatkusuutlikest
eesmarkidest;

e clavaid vaidlusi tekitab ndue piirata vahemalt krediidiasutuste suurust sedavord,
et nad ei ohustaks enam terveid rahvamajandusi ega saaks oluliste siisteemi-
elementidena riike santazeerida, nii et 10puks peab nende juhtimisvigade eest
vastutama maksumaksja. 4

* Nimelt hoiustamise ja laenamisega, mis on sisuliselt ostujéu vahendamine kapitaliinvestorite
ja laenuvajajate vahel.
* Muuhulgas: Eesti majanduspoliitilised viitlused, 2009. a viljaanne, Eessona, Ik 15 jj.
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Kas kdigi nende reformiettepanekute realiseerimine aitab tulevikus véltida sarnaseid
kriise, mis tabasid rahvamajandusi mo6dunud aastatel, on kiisitav. Hyman Minsky
viitas juba moddunud sajandi 70. aastatel ndhtusele, mis niilidseks on taasavastatud
Minsky paradoksi’ nimetuse all ning mille digsust kinnitavad méddunud aastate
stindmused. Minsky paradoks iitleb, et turumajandustes, kus ettevdtjate, pankade ja
majapidamiste’ otsustusprotsessid on libivalt detsentraliseeritud, muutuvad
finantssiisteemid majanduse ekspansiivse arengu faasides jérjest ebastabiilsemaks.
Kurja juureks on erasektori volakoormuse kasv majanduse iilekuumenemise
perioodidel. Oitsengu algfaasis kiituvad turuosalised laenulepingute sdlmimisel
esialgu veel ettevaatlikult, jdlgides hoolikalt, et rahastatavad objektid oleksid
piisavalt tulusad ning jooksvatest tuludest piisaks laenu probleemideta
teenindamiseks. Kui majandus jitkab kuumenemist ja tulu inflatsiooniliselt
suureneb, muututakse jérjest kergemeelsemaks. Edu kasvatab julgust votta
suuremaid riske. Turuosalised alahindavad riske, hinnates samas iile kasumi-
voimalusi. Spekuleeritakse jarjest hasartsemalt ja 16puks omandab see ohtlikud
mootmed. Varsti piisab juba sellest, kui rahavood katavad veel ainult
intressimakseid; 16puks voib laene ju nagu ndib, igal ajal probleemitult pikendada
vOi lmber struktureerida. Kui niisugune areng votab laialdased modtmed,
suudetakse intresse finantseerida veel ainult uute laenudega. Siis loodetakse sellele,
et kapitaliturud jatkavad finantseerimisvajaduse rahastamist, kuna tagatiseks oleva
vara védrtus endiselt kasvab. Kui see aga dkitselt enam nii ei ole, variseb kdik
kokku. Usalduse kadumine majanduses levib, pakkumine kapitaliturgudel viaheneb
jérsult ja nii kdivitub allakdiguspiraal. Ebastabiilne finantseerimissiisteem tdmbab
reaalmajanduse kuristikku kaasa.

Tépselt selline oli USA kinnisvaraturul aastal 2007 alanud finantskriisi ja seejérel
2008.aasta siigisel pdrast investeerimispanga Lehman Brothers kokkuvarisemist iile
kogu maailma levinud majanduskriis. Uusklassitsismist nakatunud usk toimivatesse
vabadesse turgudesse, stabiilsesse tasakaalu ja eksimatult ratsionaalselt toimivatesse
turuosalistesse osutus petlikuks. Kuna ka edaspidi ei ole vdimalik vilistada iha aina
suurema kasumi ja voimu jirele ning sellest tulenevat ebastabiilsust, on oluline, et
loodaks tugevad avalikud institutsioonid, mis on suutelised jélgima, kas
majandussektor jérgib reformi ndudeid, ja vajaduse korral stabiliseeruvalt sekkuma.
Seejuures on vdtmeroll keskpankadel, kes kontrollivad jarjest keerukamaks
muutuvaid finantssiisteeme ja juhivad wuute finantsstruktuuride arenguid.
Uleilmastumise aegadel on seejuures viltimatult vajalik rahvusvaheline
koordineeritus, et finantsturgudel osalejatel ei onnestuks iiksikute riikide riiklike
jdrelevalveasutuste eeskirjadest korvale hiilida ja jérelevalveasutusi iiksteise vastu

> “Stabiilsus on ebastabiilne!” Vt lisaks: Minsky, P. Hyman, John Maynard Keynes —
Finanzierungsprozesse, Investitionen und Instabilitéit des Kapitalismus, (1975) 2008
(Metropolis); samas, Die Hypothese der finanziellen Instabilitét, Challenge, White Plains, N. Y.
1977, 1k 20 jj; sama, The Financial Instability: Handbook of Radical Political Economy, Philip
Arestis & Malcolm Sawyer (Hrsg.), 1993; sama, Stabilizing An Unstable Economy, 1986 (Yale
University Press), 2008 (Quebecor Word); sama, Can "It" Happen Again? Essays on Instability
and Finance, New York 1982.

¢ Mistdttu on majandusarengu ebastabiilsus praktiliselt valtimatu.
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vilja méngida. Oluline on, et kogu maailmas kehtestataks iihtsed standardid, millega
saaks kapitalituru ekstesse takistada ilma laenusiisteemi t66voimet kahjustamata.

Veebruar 2010
Manfred O. E. Hennies Matti Raudjarv
Kiel / Warder, Saksamaa Tallinn / Pirita-Kose ja Parnu, Eesti
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MINSKY-PARADOXON: NACH DER KRISE, VOR DER KRISE?
(statt Vorwort)

Der vorliegende Sammelband ,, Estnische Gesprdche iiber Wirtschaftspolitik*
erscheint nunmehr in der 18. Ausgabe. In originaler Linge sind die einzelnen
Beitrdge auf der beigefiigten CD-Rom und in Kurzfassung im vorliegenden
Sammelband dokumentiert.' Zur Qualititssicherung wurden sie zuvor anonym
rezensiert, und zwar von Wirtschaftswissenschaftern aus dem Aus- und Inland. Die
Beitragsbénde als selbststindige Sammlungen wissenschaftlicher Artikel erscheinen
im Berliner Wissenschafts-Verlag (frither Berlin-Verlag Ao Spitz) in Kooperation
mit dem estnischen Verlag Mattimar OU.

Die Dokumentationen haben das Ziel, wirtschaftliche Entwicklungen in der
Européischen Union zu analysieren und daraus wirtschaftspolitische und — soweit
notwendig — auch ordnungspolitische Schlussfolgerungen zu ziehen. Nach der
weltweiten Finanz- und Wirtschaftskrise erlangt dieses Anliegen eine besondere
Bedeutung.

Nach dem Ende der sowjetischen Okkupation hat Estland einen niedrigen
Pauschalsteuersatz (Flat-Tax) eingefiihrt und die Steuern auf einbehaltene Gewinne
sogar ginzlich abgeschafft, um seine internationale Wettbewerbsfahigkeit zu stirken
und Investitionen aus dem Ausland zu stimulieren. Diese MaBnahmen waren
zundchst erfolgreich. Estland erzielte — wie Lettland und Litauen auch — zum Teil
zweistelligen Steigerungsraten seines Bruttoinlandprodukts. Mit der weltweiten
Finanz- und der sich daraus entwickelnden Wirtschaftskrise fand diese Entwicklung
dann ein jdhes Ende. Estland und die anderen zwei baltischen Staaten erleben die
schwersten konjunkturellen Riickschlidge seit der Wiedererlangung ihrer
Unabhingigkeiten.”> Wahrend zuvor die 6ffentlichen Haushalte in Estland noch
deutliche Uberschiisse erzielten, welche den Schuldenbestand auf 3,5 Prozent des
Bruttoinlandproduktes reduzierten, hat sich nunmehr diese Entwicklung — vorerst —
umgekehrt. Das Vertrauen der Investoren ist dramatisch gesunken

Ein Problem fiir Estland konnte dessen fester Wechselkurs zum Euro sein. Da
Estland bestrebt ist, so schnell wie moglich der Wahrungsunion beizutreten, hat es
die noch aus der DM-Zeit herriihrende, auch nach der Euro-Einfiihrung ihr von der
Europédischen Zentralbank weiterhin zugestandene Currency-Board-Regelung
beibehalten. Danach ist die Eesti Pank verpflichtet, zur Stabilisierung ihrer Wéhrung
jederzeit — wenn notwendig — am Euro-Krone-Devisenmarkt zu intervenieren. Hier
stellt sich die Frage, ob eine Abwertung der estnischen Krone die Konjunktur hétte
spiirbar stiitzen konnen. Einerseits wire es denkbar, dass eine Abwertung die
internationale Wettbewerbsfahigkeit Estlands gestérkt und damit die Endnachfrage
iiber den Auflenhandel belebt hitte; andererseits ist fraglich, ob damit bei der relativ
geringen Exportabhéngigkeit Estlands spiirbare expansive Effekte erzielt worden

! Je nach Wahl des Verfassers in deutscher, englischer oder estnischer Sprache.
? Das Bruttoinlandprodukt war in Estland im dritten Quartal 2009 im Vorjahresvergleich um
15,6 Prozent gesunken (Eesti Pank und Eesti Statistikaamet)
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wiren. Aullerdem ist zu beriicksichtigen, dass tiber 90 Prozent der Auslandskredite
auf Euro-Basis fakturiert werden, so dass sich damit der Schuldendienst fiir Estland
drastisch verteuert hitte, zumal die Ratingagentur Standard & Poor’s (S&P) die
Kreditwiirdigkeit Estlands von A auf A- herabgestuft hat.

Wenn die verheerenden Entwicklungen der letzten Jahre, die 2007 durch die
Subprime-Krise ausgelost worden sind, iiberwunden sein sollten, wird man sich
fragen miissen, was getan worden ist, um eine Wiederholung solcher Krisen zu
verhindern. Nachdem es die Finanzwirtschaft gewesen ist, welche die Misere
ausgelost hat, steht diese nun verstandlicherweise im Blickpunkt der Reformer. Die
wichtigste Erkenntnis ist: Die Kapitalmérkte haben in modernen Volkswirtschaften
eine so groBe Bedeutung, dass sie nicht mehr dem freien Spiel der Krifte iiberlassen
werden diirfen, sondern ordnungspolitisch zu ziigeln sind. Anderenfalls besteht die
Gefahr, dass es erneut zu Verwerfungen auf den Finanzmérkten kommt und dann zur
Abwendung eines volligen Zusammenbruchs die Verluste wieder durch Einsatz
gewaltiger Steuermittel sozialisiert werden, wodurch letztendlich die breite
Bevolkerung die Lasten zu tragen hat.

— Zunéchst muss bei den Ratingagenturen angefangen werden. Diese sind zukiinftig
bei einer lénderiibergreifenden Agentur zu registrieren und strengen
Bewertungsrichtlinien sowie einer permanenten Aufsicht zu unterwerfen. Dabei ist
darauf zu achten, dass Rating und Beratung strikt voneinander getrennt werden,
damit es nicht zu Interessenkollisionen kommt.

— Jene Finanzinstitute, die verbriefte Forderungen verkaufen, miissen verpflichtet
werden, einen Teil der emittierten Wertpapiere selbst zu behalten®, damit sie das
Risiko dieser Papiere mit tragen.

— Darlehensnehmer miissen gegeniiber Kreditinstituten in besonderer Weise
geschiitzt werden, indem Abtretungen von Darlehensforderungen sowie
Ubertragungen jeglicher Art an Unternchmungen ohne Banklizenz nur mit
Genehmigung der jeweiligen Bankkunden zuléssig sind.

— Weiterfiilhrende Forderungen zielen darauf ab, Kreditinstituten den rein
spekulativen Eigenhandel mit Wertpapieren und Derivaten zu verbieten, bei denen
kein Bezug zur Realwirtschaft mehr besteht. Auch sind ihnen Beteiligungen an
Hedje-Fonds und Private-Equity-Gesellschaften zu untersagen. Damit soll eine
Trennung von Geschifts- und Investmentbanken erreicht werden, so dass sich die
Aktivitidten der Geschéftsbanken zukiinftig wieder auf ihre Kerngeschifte, die so
genannten  Kundengeschifte*, beschrinken. Verbleibende Risiken miissen
ausreichend mit Eigenkapital unterlegt werden.

* Im Gespich sind Selbsbehalte in GroBenordnungen von fiinf bis zehn Prozent; der
Arbeitskreis 'Europa’ der Friedrich-Ebert-Stiftung fordert auf der Grundlage einer
internationalen Regelung sogar einen Risikoverbleib von mindestens 20 Prozent.

* Namlich die Einlagen- und Kreditgeschifte, welche die Vermittlung von Kaufkraft zwischen
Kapitalanlegern und Kreditsuchenden zum Gegenstand haben: ,,Der Bankier soll Kreditrisiken
bewerten und nicht Spekulant sein.“ (Frankreichs Prisident Nicolas Sarkozy auf dem
Wirtschaftsforum in Davos im Januar 2010)
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— Die Fixgehdlter der Mitglieder von Vorstinden und Aufsichtsriten miissen
begrenzt oder diirfen nur bis zu bestimmten Hochstbetrdgen als steuerrelevante
Kosten anerkannt werden.

— Die Boni der Manager und sonstigen Fiihrungskrifte sind auf lange Zeitrdume
auszurichten (mindestens drei Jahre) und auf 30 Prozent der Fixgehilter zu
begrenzen.

—Vorstandsmitglieder und Aufsichtsrdte miissen zukiinftig fiir Fehler, die ihre
Unternehmungen belasten, haften (Wegfall der Boni und gegebenenfalls der
Fixgehalter).

— Soweit Fiihrungskrifte Teile ihrer Gehélter in Form von Anteilsrechten an ihren
Unternehmungen erhalten, diirfen sie diese erst nach Ablauf bestimmter, nicht zu
kurz bemessener Fristen wieder verduBBern, damit sie ihre Entscheidungen nicht an
kurzfristigen Erfolgen, sondern an nachhaltigen Zielen ausrichten.

— Heftig umstritten ist die Forderung, zumindest Kreditinstitute in ihrer Gréfe so
weit zu beschrianken, dass sie nicht mehr ganze Volkswirtschaften gefahrden und als
systemrelevante Institutionen gewissermalien erpressen konnen, so dass letztendlich
der Steuerzahler fiir deren Missmanagement haften muss.

Ob durch die Verwirklichung all dieser Reformvorschlige® zukiinftig dhnliche
Krisen, wie sie die Volkswirtschaften in den zuriickliegenden Jahren erfahren haben,
vermieden werden konnen, ist fraglich. Hyman Minsky hatte bereits in den 70er
Jahren des vorigen Jahrhunderts auf ein Phdnomen hingewiesen, das inzwischen als
"Minsky-Paradoxon'® wiederentdeckt und durch die Ereignisse der zuriickliegenden
Jahre bestitigt worden ist. Es besagt, dass in Marktwirtschaften mit durchgéngig
dezentralen Entscheidungen der Unternehmungen, Banken und Haushaltungen’ die
Finanzsysteme in expansiven Konjunkturphasen zunehmend instabil werden. Der
Kern des Ubels liegt in der zunehmenden Verschuldung der Privatwirtschaft in
Zeiten der konjunkturellen Uberhitzung. In der Anfangsphase der Prosperitit
verhalten sich die Wirtschaftsubjekte bei Abschliissen von Kreditvertragen zunéichst
noch vorsichtig, indem sie vorsorglich darauf achten, dass die zu finanzierenden
Objekte ausreichend rentabel sind und der Schuldendienst aus den laufenden
Einnahmen problemlos bedient werden kann. Mit fortschreitender Uberhitzung der
konjunkturellen Entwicklung und inflationdr aufgebldhten Ertrigen werden sie
immer leichtsinniger. Erfolge fithren zu groBeren Wagnissen. Die Akteure
unterschitzen die Risiken und iiberschitzen die Gewinnaussichten. Die Lust am
Spekulieren nimmt zu und schlieBlich gefahrliche AusmafBle an. Bald geniigt es
ihnen, wenn die Cashflows nur noch die Zinszahlungen decken; schlieflich kann

*Vgl. im Ubrigen: Estnische Gespriche iiber Wirtschaftspolitik, Jahrgang 2009, Vorwort, S. 15
f.

¢ Die Stabilitit ist instabil!* Siehe hierzu: Minsky, P. Hyman, John Maynard Keynes —
Finanzierungsprozesse, Investitionen und Instabilitit des Kapitalismus, (1975) 2008
(Metropolis); derselbe, Die Hypothese der finanziellen Instabilitit, Challenge, White Plains, N.
Y. 1977, S. 20ff.; derselbe, The Financial Instability, in: Handbook of Radical Political
Economy, Philip Arestis & Malcolm Sawyer (Hrsg.), 1993; derselbe, Stabilizing An Unstable
Economy, 1986 (Yale University Press), 2008 (Quebecor Word); derselbe, Can "It" Happen
Again? Essays on Instability and Finance, New York 1982.

7 wodurch Konjunkturschwankungen praktisch unvermeidlich sind.
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man ja — so scheint es — jederzeit problemlos prolongieren oder umschulden. Nimmt
diese Entwicklung exzessive Ausmalie an, kdnnen die Zinsen nur noch durch neue
Kredite finanziert werden. Dann hofft man darauf, dass die Kapitalmérkte den
Finanzierungsbedarf weiterhin befriedigen, weil das als Sicherheit dienende
Vermdgen —wie bisher — an Wert zunimmt. Ist das aber plétzlich nicht mehr der Fall,
bricht alles zusammen. Der Vertrauensschwund in der Wirtschaft greift um sich, das
Angebot auf den Kapitalmérkten sinkt drastisch, wodurch eine Abwartsspirale in
Gang gesetzt wird. Das instabile Finanzierungssystem reifit die reale Wirtschaft mit
in den Abgrund.

Genau das war die Situation der beginnenden Finanzkrise auf dem US-
Immobilienmarkt im Jahre 2007 und der sich dann im Herbst 2008 nach dem
Zusammenbruch der Investmentbank Lehman Brothers weltweit ausdehnenden
Wirtschaftskrise. Der neoklassisch infizierte Glaube an funktionierende freie
Meirkte, stabile Gleichgewichte und unfehlbar rational handelnde Wirtschaftsubjekte
hat sich als triigerisch erwiesen. Da auch zukiinftig die Gier nach immer hoheren
Gewinnen und Macht und die daraus resultierende Instabilitdt nicht auszuschalten
sein wird, ist es wichtig, dass starke offentliche Institutionen geschaffen werden, die
imstande sind, die Wirtschaft auf Einhaltung der Reform-Vorgaben zu iiberwachen
und gegebenenfalls stabilisierend einzugreifen. Dabei kommt den Zentralbanken
eine Schliisselrolle zu, indem sie die immer komplexer werdenden Finanzsysteme
kontrollieren und die Entwicklungen neuer Finanzstrukturen steuern. In Zeiten der
Globalisierung ist dabei eine internationale Koordination unabdingbar, damit die
Finanzmarktakteure nicht den Zustdndigkeitsbereichen der einzelnen nationalen
Aufsichtsbehorden ausweichen und diese gegeneinander ausspielen konnen. Wichtig
ist, dass weltweit einheitliche Standards festgelegt werden, wodurch
Kapitalmarktexzesse verhindert werden konnen, ohne die Funktionstiichtigkeit der
Kreditwirtschaft zu beeintrachtigen.

Februar 2010
Manfred O. E. Hennies Matti Raudjarv
Kiel / Warder, Deutschland Tallinn / Pirita-Kose und Parnu, Estland
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MINSKY’S PARADOX: AFTER CRISIS, BEFORE CRISIS?
(as a preface)

This publication is already the 18th collection “Eesti majanduspoliitilised vditlused”
(Discussions on Estonian Economic Policy). The full versions of the papers have
been published on the CD-ROM enclosed with the collection, and the collection
contains the abstracts of the papers.! To ensure the quality, the papers have first been
anonymously peer-reviewed by Estonian and foreign economists. The collections are
published in mutual cooperation by the publishing house Berliner Wissenschafts-
Verlag (former Berlin-Verlag Arno Spitz) and the Estonian publisher Mattimar OU.

The aim of the papers is to analyse and assess the economic developments going on
in the European Union and to draw conclusions from them from the aspects of
economic policy and also concerning the main elements of the political order, if
appropriate. This has become particularly important in the period after the global
financial and economic crisis.

The income tax rate currently effective in Estonia is uniform and relatively low
(21%), i.e. Estonia has a proportional income tax system and corporate retained
earnings are even fully tax-free to favour corporate investments, improve the
international competitiveness of the state and attract also foreign investors. These
measures were successful at first. Estonia, similar to Latvia and Lithuania, achieved
a two-digit GDP growth rate in some years. The global financial crisis and the
resulting economic crisis put an abrupt end to their development. The economic
development of Estonia and the two other Baltic states has had its most serious
setbacks during the period after regaining their independence.” While before the
crisis the budgets of the Estonian public sector were characterised by a clear surplus,
which reduced the public debt to 3.5 per cent of the GDP, the current development
has been in the opposite direction. The confidence of investors has dramatically
decreased.

One of the problems of Estonia may consist in the fixed exchange rate against euro.
As Estonia is making efforts to join the monetary union as soon as possible, it is
keeping up the currency board system which comes from the times of the German
mark and which the European Central Bank continues to accept with respect to
Estonia also after Germany has adopted euro. According to the currency board
system, the Bank of Estonia is obliged to intervene in the market of euro and kroon
at any time for the stabilisation of its own currency, if appropriate. This raises the
question of whether devaluation of the Estonian kroon would have been able to
significantly support the economic development. On the one hand, devaluation may
have improved the international competitiveness of Estonia and thus enlivened
consumer demand at the expense of foreign trade. On the other hand it is
questionable whether considerable enlivening would have been achieved due to the

! According to the author’s choice either in Estonian, German or English.
% The GDP of Estonia had decreased by 15.6 percent in the third quarter of 2009 compared to
the previous year (Bank of Estonia and Statistics Estonia).
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relatively low dependence of Estonia on exports. Besides, we have to take into
account the fact that more than 90 per cent of foreign loans have been obtained on
the basis of euro, therefore servicing of loans of Estonia would have become much
more expensive as the credit rating agency Standard & Poor’s (S&P) lowered the
credit rating of Estonia from level A to A—.

If we want to curb the devastating developments of the recent years which started
with the crisis caused by high risk mortgages, we have to ask what has been done to
prevent the recurrence of such crises. As the trouble started from financial affairs,
the reformers are obviously focusing on it now. The most important understanding
reached was that money markets are so important for national economy these days
that they can no longer be left at the mercy of market forces but should be regulated.
Otherwise financial markets may shift again and the general public will have to bear
the losses again with huge resources in order to prevent a full collapse. This means
that people eventually have to bear the burden.

The regulation should start with the credit rating agencies. In the future, they should
be registered by a supranational agency and subjected to strict rules of evaluation
and constant supervision. It is important to ensure that granting ratings and
counselling would be strictly separated to avoid conflicts of interests.

More extensive requirements would be directed to prohibition of purely speculative
mutual trade in securities and derivatives between credit institutions as this is no
longer related to real economy. Also their participation in hedge funds and in
companies which invest in venture capital should be prohibited. For this purpose,
commercial banks and investment banks should be separated to enable commercial
banks to engage in their main activities again’. Their equity has to be sizeable
enough to cover the remaining risks.

The other changes would be the following:

o the fixed salaries of management and supervisory board members should be
restricted or their recording as expenses for corporate taxation allowed only to
the extent of a certain maximum amount;

e the amounts of bonuses of directors and other executives should be fixed for
longer periods (three years as a minimum) and they should not exceed e.g. 30
per cent of their fixed basic salaries;

e members of management and supervisory boards should be responsible for the
mistakes of their companies (lose their bonuses or even fixed basic salaries, if
appropriate);

o if executives get a part of their salary as participation rights in their company,
they would be able to sell them only after a certain period, which should not be
too short, to make executives adopt decisions for not just short-term success but
proceeding from sustainable goals;

* Namely in depositing and lending which is essentially mediation between the purchase
powers of capital investors and borrowers.
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o the requirement to restrict at least the size of credit institutions to prevent them
from setting whole national economies at risk and ripping off countries as
important elements of their systems so that the tax-payer eventually has to pay
for their management mistakes, has given rise to heated disputes.*

It is questionable whether implementation of all these proposals for reforms would
help to prevent in the future crises similar to those which hit national economies in
the recent years. Already in the 70s of the last century, Hyman Minsky referred to
the phenomenon which has now been rediscovered as the Minsky’s paradox’ and is
proved correct by the developments of the recent years. According to Minsky’s
paradox, in market economies where decision-making processes of entrepreneurs,
banks and households® are fully decentralised, the financial systems will become
increasingly destabilized with each phase of expansive economic development. The
root of all evil is the increase in the debt burden of the private sector during periods
of overheated economy. In the initial phase of the boom, market participants at first
act carefully, ensuring that the objects financed are profitable enough and that
current revenues are sufficient for servicing loans without problems. When the
economy becomes more heated and the revenues are increased by inflation, people
become more thoughtless. Success makes them bolder to take bigger risks. Market
participants underestimate risks, overestimating their profit opportunities at the same
time. Gambling becomes increasingly reckless and finally reaches dangerous
magnitudes. Soon it is enough to have cash flows cover just the interest payments; it
seems that loans can be extended and restructured without problems, after all. If
such a development reaches extensive dimensions, interest payments can only be
financed with new loans. After that they rely on money markets to finance their
financing needs, as the value of the assets used as a security is still growing. But if
this is suddenly not the case any more, everything will fall apart. Loss of trust
becomes wide-spread in the economy, supply in money markets dramatically
decreases and the downward spiral begins. The unstable financing system pulls also
the real economy to the abyss with it.

This is exactly what the financial crisis which started in the U.S. real estate market
in 2007 and spread all over the world after the collapse of the Lehman Brothers
Investment Bank in autumn 2008 was like. The neoclassicist belief in the
functioning of free markets, a stable balance and unmistakably rational behaviour of
market participants proved deceptive. As the greed for increasingly higher profits
and power and the resulting instability cannot be excluded in the future either, it is

* Among others: Eesti majanduspoliitilised viitlused, issue of 2009, preface, pp. 15 ff.

> “Stability is destabilizing!” See in addition: Minsky, P. Hyman, John Maynard Keynes —
Finanzierungsprozesse, Investitionen und Instabilitit des Kapitalismus, (1975) 2008
(Metropolis); idem, Die Hypothese der finanziellen Instabilitdt, Challenge, White Plains, N. Y.
1977, 1k 20 jj; idem, The Financial Instability: Handbook of Radical Political Economy, Philip
Arestis & Malcolm Sawyer (Hrsg.), 1993; idem, Stabilizing An Unstable Economy, 1986 (Yale
University Press), 2008 (Quebecor Word); idem, Can "It" Happen Again? Essays on Instability
and Finance, New York 1982.

® Therefore instability of economic development is actually unavoidable.
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important to create solid public institutions who would be able to monitor the
fulfilment of reform requirements by the economic sector and also perform
stabilising interventions, if appropriate. Central banks have a key role here,
inspecting the increasingly complicated financial systems and managing the
development of new financial structures. At the time of globalisation also
international coordination is unavoidable to prevent financial market participants
from avoiding the regulations of national supervisory institutions and taking
advantage of a supervisory agency of one country at the expense of another. It is
important to establish common global standards which would make it possible to
prevent excesses in money markets without impairing the functioning of the lending
system.

February 2010
Manfred O. E. Hennies Matti Raudjarv
Kiel/Warder, Germany Tallinn/Pirita-Kose and Parnu, Estonia
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POSSIBILITIES OF ECONOMIC POLICY FOR REGULATION OF
SECTOR-SPECIFIC MARKETS IN SMALL COUNTRY: THE CASE OF
BALTIC COUNTRIES

Diana Eerma’
University of Tartu

Abstract

In the article is analyzed the regulation of sector-specific industries from
institutional aspects of regulation and competition policy. There is researched
answer to the question what type of institutional arrangement is suitable for
regulating network industries in the Baltic countries. Under the observation are three
different organizational standard models: single sector-specific regulators and
competition board; integrated multi-sector regulatory institution and separate
competition board; and unitary competition supervisory and regulatory institution.

Keywords: economics of regulation, government policy and regulation, regulated
industries, regulatory institutions

JEL Classification: L51, L10, L98, K23
Introduction

When governments regulate liberalized markets they usually do so by assigning
regulatory tasks to certain institutions. These authorities may be within existing
ministries or departments or they may be independent agencies. One of the concerns
is why should regulatory authority be a separate institution and why should that
authority be independent.

Current article analyzes the regulation of sector-specific industries (energy, gas,
telecommunication, postal communication and railway sector) from institutional
aspects of regulation and competition policy in Baltic countries taking into account
particular developments in some other transition countries and practices, which
seem to be relevant for further regulating developments in the Baltic countries.

The goal of this article is to explain, what type of institutional arrangement is
suitable for regulating network industries in the Baltic countries. Under the
observation are institutional and organizational aspects of regulation and
competition in aforementioned sectors. For that purpose there are following research
questions:

e Explain theoretical background for regulation in sector-specific spheres;

! This paper is written with support from the Estonian Ministry of Science and Education
foundation project No SF0180037s08 “The path dependent model of the innovation system:
development and implementation in the case of a small country”.
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e Make a comparative analysis of current institutional regulatory arrangements in
Baltic countries considering the best practices from developed countries (for
example, Germany and the Netherlands);

e Give recommendations for regulating sector-specific industries in terms of
organizational arrangements in the Baltic countries.

According to these research questions the article is divided into four parts. In the
first part connections between sectoral regulation and competition policy in sector-
specific industries are under the observation from theoretical aspects. The second
part continues with considering possibilities for regulation in network industries.
Three different standard models are analyzed: single sector-specific regulators and
competition board; integrated multi-sector regulatory institution and separate
competition board; and unitary competition supervisory and regulatory institution. In
the third part practices of regulatory institutions in transition countries are analyzed
and then the fourth part focuses on the developments of regulatory and competition
policy supervisory institutions for regulation of sector-specific industries in the
Baltic countries.

1. Connections between sectoral regulation and competition policy in regulating
sector-specific industries

The connection between competition policy and regulation is not always clear
enough and is a complex problem. Some kind of rivalry between those two shows
up in certain phases during the deregulation of an industry or the transformation of
former state monopolies into competitive markets. As it has been pointed out, in
practice, the conflict between competition policy and regulation often arises as one
between competition authorities and sector-specific regulators (Kirchner 2004).

From institutional economics approach competition policy is seen as application and
enforcement of competition law by competition authorities and courts. Regulation in
this context is as sector-specific regulation enforced by regulatory authorities and
law courts. Competition policy is public policy instrument to prevent constraints on
competition. The main goal of competition policy is to keep markets free from
restrictive practices in order to safeguard freedom of choice against business
practices which have negative welfare effects. Some authors (Michael 2006) see that
competition policy has larger list of objectives, including consumer protection aim
as well, but others concentrate on efficiency goal (Posner 1976). In case of
regulation, generally, main goal is efficiency.

Competition policy itself cannot create competition. It can only prevent or limit the
effects of certain activities restricting freedom of competition. Of course, there are
limits to the effectiveness of competition policy, and there are markets in which
competition policy will lead to satisfactory results and other markets which need
regulation in order to attain the efficiency goal.
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Competition authorities and sector regulators have different core competencies.
These core competencies influence the types of tasks best accomplished by each.
Sectoral regulation is frequently overseen by sector regulators. Sector regulators
typically have extensive, ongoing knowledge of the technical aspects of the products
and services that are regulated. Sector regulators are more likely better suited to
technical regulation than competition authorities Competition authorities have
necessary skills for delineating relevant markets, assessing likelihood of harm to
competition, assessing entry conditions and assessing significant market power (The
relationship between... 2005).

Nevertheless, the primary government tasks which have to be completed in
regulated sectors are as follows (The relationship between... 2005):

o Technical regulation: setting and monitoring standards, managing licenses,
implementing sanctions to assure compatibility and to address privacy, safety,
reliability, financial stability and environmental protection concerns;

o Wholesale regulation: ensuring non-discriminatory access to necessary core
facilities, especially network infrastructures;

o Retail regulation: measures to mitigate monopoly pricing or behavior at the
retail level,

e Public service regulation: measures to ensure that all consumers have access to
goods that are deemed of special social value, as with universal service
obligations;

e Resolution of disputes: quasi-judicial powers may result in faster resolution of
disputes than could be provided by a non-specialized court;

o Competition oversight: controlling anticompetitive conduct and mergers.

When explaining connections between competition policy and regulation in the
sector-specific spheres, it is useful to think in the framework of structure-behavior-
performance paradigm. This approach helps to show competition policy by the
object of economic policy (see Figure 1).

Competition policy in strict sense includes ex post supervisory control over market
structure and enterprises behavior in the market. Competition policy in broad sense
includes also ex anmte activities in regulating market performance. Described
relations and the primary government tasks in the regulated sectors give the base for
justification to merger ex ante and ex post supervisory functions into one unified
institution.

Economic regulation is usually required because free markets fail to deliver
desirable outcomes. Mainly, monopoly abuse in retail and wholesale markets may
call for the level of prices to be regulated and discrimination across customers may
lead to calls for regulation to affect the structure of prices. In the first case the
regulation is undertaken to achieve efficiency and in the latter case regulation is
motivated by fairness or equity considerations. In the Table 1 is explained how
efficiency and equity factors impact on regulation in sector-specific industries.
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Figure 1. Relations between competition policy and regulation in the paradigm of
structure-conduct-performance. (Compiled by author)

Historically, regulators have often been closely related to ministries that manage or
managed incumbent firms. Perhaps as result, regulatory agencies are sometimes
perceived as taking actions that appear to serve the interests of the firms being
regulated. According to the theory (Bernstein 1955), the state agencies, which
control monopolies tend to represent more the interests of enterprises compare to
consumers interests. This hazard is particularly major concerning in state
monopolies by nowadays’ concept. It is because here the enterprise leaders have
more connections with politicians than in case of private enterprises. Greater
independence from both political power and the regulated sector are crucial for
avoiding these perceptions. In many countries, for example OECD countries,
regulatory institutions have increased their levels of independence (The relationship
between... 2005).

From best practices of developed countries is well-known, that the structure and

process of infrastructure regulation determine how effectively it supports reforms
and promotes efficiency and social objectives.
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Table 1. Efficiency and equity grounds for regulation in sector-specific industries

Industry Characteristics | Equity Arguments Efficiency Arguments
Electricity: non-storable. Security of supply Natural monopoly in
Some economies of scale. Universal service transportation:
Demand slowly rising. Geographic transmission and
Innovations in service uniformity distribution. Third party
provision, less in network. access to customers.
Incumbency dominance.
Gas: Storable. Demand Security of supply Natural monopoly in
rising as an input to Universal service transportation. Third
electric generation. Geographic party access to
Innovations minimal. uniformity customers. Incumbency

dominance.

Postal Services: Demand
rising, innovations
affecting sorting and
tracking processes.

Universal service
Geographic
uniformity

Natural monopoly local
delivery network.
Incumbency dominance.

Telecommunications:

Universal service

Natural monopoly in

Demand growing Geographic some elements of the
significantly, due uniformity local loop (depends on
especially to internet. Access to demand and population

Innovations significantly
affecting industry.
Convergence across fixed
and mobile, and
horizontally with IT and
media sector.

information society

density) and scarce
resources (eg. Radio
spectrum). Incumbency
dominance.

Source: Coen et al. 1999.

For effective regulation of privatized utilities have crucial impact and importance
those institutional requirements as coherence, independence, accountability,
transparency, predictability and capacity. Mentioned requirements have important
role for effective functioning of state regulatory authorities (Berg 2009) and these
requirements are probably better fulfilled in case of one complete supervisory
institution.

2. Possible models for state regulation in sector-specific industries

Wherever regulatory authorities are located in state hierarchy and what kind of
organizational structure they have, their main responsibilities are over the following
items for which they must both monitor current practice and intervene if necessary
(The role of the regulatory authorities 2004):

e management and allocation of interconnection capacity;

e mechanisms to deal with congested capacity within the national system;

e the time taken by transmission and distribution undertakings to make

connections and repairs;
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e publication of appropriate information;

o the effective unbundling of accounts to avoid cross subsidies and the unbundling
compliance program;

e connecting new producers;

o the access conditions to storage, linepack and to other ancillary services;

e overall compliance of transmission and distribution system operators with the
Directives;

o the level of transparency and competition.

In addition to the core tasks there are number of issues that Member States may also
assign to the regulatory authority. These are following:

e issuing authorizations and licenses

e monitoring of security of supply;

e organization, monitoring and control of the tendering procedure for generation;

o deciding on derogations in relation to take-or-pay commitments for gas;

o dispute-settlement arrangements for access to upstream gas pipelines.

The European Union Member States might also give additional tasks to the regulator
not specially required in the Directive, such as ensuring consumer protection,
monitoring levels of service or adopting measures to protect vulnerable customers
(Ibid.).

Still state regulation in sector-specific spheres is organized differently in different
countries and may also include different operation fields of the regulatory authorities
(see Table 2) in the regulation process.

Table 2. Operation fields of the regulatory authorities in the sector-specific spheres
in some European countries

Telecommuni
Country |-cation (fixed [Post |Energy|Railway Radio/TV
network and
mobile) Frequency | Competition | Contents
Finland X X X X
France X X
Germany X X X X
Hungary X X
Italy X X X
Netherlands X X
Spain X
Sweden X X
United X X X X
Kingdom
Switzerland X X X X

Source: Schedl et al. 2007.

26



In comparative analysis of national regulatory institutions in case of Great Britain,
France and Germany has been concluded, that after a relatively similar starting point
of industry-led regulatory institutions in the mid-1960s, these countries introduced
different reforms at the sectoral level to deal with pressures on network supply in the
period until the mid-1980s. Those reforms increasingly matched those expected at
the macro or national level by the literature on varieties or models of capitalism
(Thatcher 2007).

Britain had greatly enhanced the role of competition and private markets to
coordinate the different actors, as expected in a liberal market economy model.
France had taken the opposite direction, reinforcing the direct role of the state.
Germany had largely retained the industry model of coordination, remaining closest
to the traditional European model, due to the importance of consensus and the lack
of a strong central group of policy makers to take the lead in creating new projects.
From the late 1980s, the EC developed a wide-ranging regulatory framework that
conflicted with, and often outlawed, regulatory institutions in France and Germany,
such as monopolies, cross-subsidies or closed privileged relationships between
network infrastructure suppliers and equipment manufacturers. In result national
governments largely accepted the EC’s regulatory framework. The period also saw
major reforms that considerably reversed the increasing diversity among Britain,
France and Germany. All three countries moved towards regulated competition
model of formal institutional structures, with the privatization of suppliers, the
ending of monopolies and the creation of independent sectoral regulatory authorities
taken place. (Thatcher 2007)

During the last 15-20 years, a new standard model has taken hold of the economic
framework for the operation of utilities. It is found to have as its core the utility
services that will be (Stern 2000):
e provided by a set of commercialized companies;
e monopoly (network) elements are separated from potentially competitive
elements;
e competition is actively introduced into the potentially competitive elements;
e private capital is introduced where possible and appropriate, particularly into the
competitive elements, typically with privatization of some or all of the existing
assets.

In the study about regulatory institutions in small and developing countries (Stern
2000) is found that these new elements have largely applied and the new model has
replaced the traditional model of utility services being supplied by a state-owned
vertically and horizontally integrated monopoly, supervised by the national
government and typically operating in a non-commercial or semi-commercialized
way. This change has been induced across developed and also developing countries.

Focusing more detailed on regulatory models we may recognize that in Europe only

some countries have multi-sector regulators, for example Luxembourg and
Germany. However, the approach is widely used in the United States and Latin
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America. For example, multi-industry regulators have been successful in Costa Rica,
Jamaica, and Panama and in the states of Brazil (Kessides 2004).

At first is studied particular arrangement in Germany. In Germany the Federal
Network Agency for Electricity, Gas, Telecommunications, Post and Railway is a
separate higher federal authority within the scope of business of the Federal Ministry
of Economics and Labor, and has its headquarters in Bonn. In July 2005 the
Regulatory Authority for Telecommunications and Post which superseded the
Federal Ministry of Post and Telecommunications (BMPT) and the Federal Office
for Post and Telecommunications (BAPT), was renamed Federal Network Agency.
It acts as the root certification authority as provided for by the Electronic Signatures
Act.

The Federal Network Agency’s task is to provide, by liberalization and deregulation,
for the further development of the electricity, gas, telecommunications and postal
markets and, as from January 2006, also of the railway infrastructure market. For the
purpose of implementing the aims of regulation, the Agency has effective
procedures and instruments at its disposal including also rights of information and
investigation as well as the right to impose graded sanctions.

The Federal Network Agency’s decisions in the fields of electricity, gas,
telecommunications and post are made by its Ruling Chambers. The undertakings
directly concerned may participate in the Ruling Chamber proceedings.

The business circles affected by the proceedings may be summoned. The Federal
Network Agency’s decisions are based on the Telecommunication Act, the Postal
Act and the Energy Act and can be challenged before court. In case of legal dispute
neither the Regulatory Authority nor the Federal Ministry of Economics and Labor
(BMWA) can quash the decision made by the Ruling Chambers. In contrast to the
provisions of the Act Against Restraints of Competition (GWB) a so-called
ministerial decision is not foreseen.

The rulings by the Ruling Chambers on telecommunications and postal matters may
be challenged directly before the Administrative Courts, and before the Civil Courts
if energy matters are concerned. A procedure is not foreseen. Proceedings on the
main issue do not have a staying effect.

Multi-sector regulation model has several advantages in comparison with a single
model, as it is possible to:

¢ Implement a unified approach in all the regulated sectors, for example, to apply
a unified tariff calculation method in energy, telecommunications, post and
railway sectors, have a unified procedure for issuing licenses, etc.;

e Take into account the convergence of technologies and services in the regulated
sectors. In the world the traditional borders between the different sectors are
nowadays disappearing fast. More active co-operation is observed between
enterprises working in different sectors, for instance, between railway and
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telecommunications. Due to technological development, telecommunications
take over a considerable part of functions earlier performed by postal offices.
Energy utilities, in turn, are providing telecommunication services. Convergence
of sectors creates the necessity to develop a unified system of regulation for all
the sectors and to apply equal regulation principles;

e Harmonize expected tariff changes in separate sectors thus preventing
simultaneous price increase for public utilities and reduction of the economy’s
competitiveness;

o Attract and effectively utilize the intellectual potential;

e Make rational use of financial resources.

Conclusion here in general is quite complicated to draw from the experiences of
competition creation in sector-specific spheres, because as it has been recognized
from the analysis, the competition creation has been developing in different ways.
Besides the discussion about regulatory institution type in network industries, there
has been under observation the relationship between competition authorities and
sectoral regulators (Global Forum on Competition). Still one is clear, that sector-
specific regulators and national competition authority have to cooperate in
regulation-for-competition. How to ensure that this cooperation is successful and
efficient?

One way to ensure consistency with respect to competition decisions is to unify
regulator and competition authority. In this approach, towards competition law
enforcement of a sector regulator and a competition authority, have to merge the
regulator with the competition authority. One example of merging a regulator with a
competition authority occurs in the Netherlands, where the government has created
chambers within competition authority (NMa) for sector regulation. The energy
regulator in the Netherlands, the Office of Energy Regulation (DTe) is placed under
the oversight of the competition authority, the NMa. DTe is responsible for the
implementation and supervision of the Electricity Act of 1998 and the Gas Act of
2000. In 2004, the Office of Transport Regulation was set up as another chamber in
the NMa. The chamber model allows highly specialized knowledge related to
sectors exist within the structure of a competition authority focused on broad issues
of improving competition. (The relationship between... 2005). This structure helps
in ensuring the consistency in application of competition law. If competition
authorities are responsible for competition law application in some areas and sector
regulators are responsible in other, then ensuring such consistency can be
complicated task.

If there has been decided in favor of independent regulatory agency, then still the
question stays — what is the best solution for regulatory agency. Should the
government create industry-specific regulators or a single agency with a broader
mandate.

Here we can conclude that it is possible to distinguish between three types of
institutional model for the regulation in sector-specific markets:

29



o single sector regulators and competition authority;
e integrated multi-sector regulatory institution and separate competition authority;
e united competition supervisory and regulatory institution.

3. Practices of regulatory institutions in transition countries

As the transition countries began restructuring and privatizing their infrastructure in
1990s, they looked to the countries that first had taken this approach, like Canada,
Great Britain, United States and Australia. But these countries have long traditions
in regulating the infrastructure, dealing with monopolies and they also have long
traditions of market capitalism supported by strong legal institutions. Complicated
matters were caused also because state enterprises in transition economies were
often organized to achieve political objectives, not to solve market failures (Guasch
et al. 1999).

It was clear that the transition countries are not able to achieve credible, stable and
effective regulation of infrastructure overnight.

The main problems in transition economies concerning the shortcomings of
institutional prerequisites for effective regulation were pointed out by World Bank
Policy Research Report (Kessides 2004) and included following aspects:

e Separation of powers, especially between the executive and the judiciary.

e Well-functioning, credible political and economic institutions — and an
independent judiciary.

o A legal system that safeguards private property from state or regulatory seizure
without fair compensation and relies on judicial review to protect against
regulatory abuse of basic principles of fairness.

e Norms and laws — supported by institutions — that delegate authority to
bureaucracy and enable it to act relatively independently.

e Strong contract laws and mechanisms for resolving contract disputes.

e Sound administrative procedures that provide broad access to the regulatory
process and make it transparent.

o Sufficient professional staff trained in relevant economic, accounting, and legal
principles.

Particular problems concerning the regulatory authorities were pointed out in some
transition countries as shortly implied.

In Hungary, the energy regulator’s independence was ranked as limited by a lack of
autonomous revenue, fixed-term appointments for the board of directors, and well-
defined criteria for appointing and dismissing directors. Also civil service salary
caps made difficult to attract qualified staff. In telecommunications the head of the
sector’s regulatory authority reported to the minister of transport and
communications (Kessides 2004).
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The Czech Republic was also found to lack independent regulators for energy and
telecommunications — the situation occurred according the government’s
ambivalence toward specialized regulatory agencies in the early years of transition.
As a result the Ministry of Finance had the final decision in regulating gas and
electricity prices, while the energy regulator was part of the Ministry of Industry and
Trade. Similarly, the primary regulator for telecommunications was part of the
Ministry of Transport and Communications (/bid.).

In Poland, energy regulator met most of the formal requirements for independence.
In Romania telecommunications regulation was find to lack any semblance of
independence. The minister of industry and trade appoints the chair, vice chair, and
three of the gas regulator’s board of directors, ensuring ministerial control over the
agency. Concerning the electricity sector it is pointed out that Romania and Bulgaria
have taken bold steps to create independent regulators. Romania’s National
Electricity and Heat Regulatory Authority is a United Kingdom style independent
entity, while Bulgaria’s State Commission for Energy Regulation incorporates
elements of United States style independent commissions (/bid.).

By now the regulatory process in transition countries has been developed in quite
different ways. Let us have a look to the process of regulation in sector-specific
spheres in the Baltic countries.

4. Development of regulatory and competition policy supervisory institutions
for regulation of sector-specific industries in the Baltic countries

About Latvia the World Bank Policy Research Report indicated that multi-sector
regulator has financial independence from state budget and has shown strong
commitment to transparency and accountability. But its independence is
compromised by the close affiliation between its board members and the political
parties that nominate them.

In Latvia the regulation of public utilities was performed by several institutions until
October 2001. Energy Regulation Council (ERC) — an institution under supervision
of the Ministry of Economy was responsible for regulation of energy sector.
Ministry of Transport and its supervised Telecommunication Tariffs Council (TTC)
carried out regulation in telecommunications sector. The main tasks of postal sector
regulation were performed by the Communication Department of the Ministry of
Transport (MoT). Railway Administration (RA) supervised by the Ministry of
Transport regulated the railway sector.

Practical experience showed that the regulation was rather inefficient due to
fragmented institutions and limited resources available. Moreover such regulation
system did not ensure an independent decision making process. The European Union
reports on Latvia regularly emphasized the need to strengthen the regulatory
process. Then, to change the situation and improve the regulatory system an
institutional reform was implemented.
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Already in January 1997 the Latvian government made the decision to set up a
unified regulating institution in energy, telecommunications, postal and railway
sectors. After a four year period for legislation development a new public utilities
regulation institution — Public Utilities Regulation Commission (PUC) started its
operation in October 2001 taking over the responsibilities of ERC, TTC, RA and
MoT. The Regulator operates in compliance with the law On Regulators of Public
Utilities, Regulator’s statutes, sectoral and other normative acts. The Regulator is an
institution supervised by the Ministry of Economy which is independent for
performing the tasks set in legislation and the Council of the Regulator is appointed
by the Seima. The PUC in its operations is fully realizing the advantages of a multi-
sector public utilities regulation system in Latvia and implementing uniform
regulatory principles for all regulated sectors.

In Lithuania is established National Control Commission for Prices and Energy
(NCC) in 1997. The NCC regulates electric and thermal energy, district heating,
natural gas, water and transport sectors. The Government gradually rejected their
regulation by transferring the functions of independent institutions to multi-sector
regulator. Now the NCC responsibilities include tariff setting, regulation of market
entry (licensing) and monitoring of supply service quality.

In Estonia, the sectoral regulatory arrangement was up to year 2008 the following:

e Postal Board — regulator of telecommunication and postal services markets;

o Energy Market Inspection — regulator of electricity and energy market;

e Railway Inspection — regulator of railway sector in technical aspects;

o Technical Supervisory Inspection — development, dissemination and supervisory
activities in different technical spheres;
Competition Board — supervisory activities in markets and merger control.

In the structure of competition authority (Figure 2) there were supervisory
departments which had competition supervisory functions in particular specific
sectors (see Table 3).

Table 3 gives the overview of Estonian Competition Authority supervisory depart-
ments and about issue how market supervisory functions were divided between

departments.

Table 3. Division of industries between supervisory departments

First supervisory Second supervisory Third supervisory
department department department
energy sector food industry transport

industry trade construction
post agriculture financial services
water sector services culture

Source: Annual Report of Estonian Competition Authority 2007.
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Figure 2. The Organizational Structure of the Estonian Competition Authority until
year 2008. (Estonian Competition Authority)

This institutional intra-arrangement already showed positive tendency towards the
unified competition supervisory and multi-sector regulatory institution model. New

institutional arrangement was established in Estonia from January 2008 (see Figure
3).

Director General

Competition Communications Railway and
General Division Regulatory energy regulatory

Administration Division division

Supervisory -

Department Electronic

Communications
Department
Merger Control
Department

Figure 3. Structure of Estonian Competition Authority from year 2008. (Estonian
Competition Authority)

33



There is a large variety in terms of competition policy organization in the
international practice. At the same time, in theory has been stressed the partial
similarity to monetary policy institution — necessity to protect the long-term
economic interests from the daily political problems. Therefore has been often
recommended that competition policy body should be relatively independent from
executive power.

Looking at the experience of small countries we see the endeavor to separate the
investigation of competition law violations from corresponding decision making. At
that, the decision making body (Competition Council in Finland and Denmark,
Cartel Court in Austria) is staffed by participation of parliament, king or president of
the country. In Switzerland, the social cartel commission formed by parliament has
important role. The competition policy authorities have an important role also in
some transition countries. In Hungary, the President of Competition Board, who is
appointed by the President of the country for six years, is participating in sessions of
parliament and government. In Latvia, by the law from 1997, the Competition
Council from legal person is the supervisory body. The members of the Council are
appointed by government for five years, but one government cannot recall the
council member appointed by itself. This should help consolidate the independence
of decision council. The status of council member is not connected with the
parliament membership. Therefore the different methods are used in order to achieve
one goal — to protect the independence of competition policy from government daily
policy.

In Estonia the Competition Board had rather weak position in the state structure. It is
as usual state board subordinated to the Ministry of Economic Affairs and
Communications. Probably is that fact reflecting most clearly the understanding that
competition policy has secondary role in small open economy.

In the context of competition authority position in the state structure, there is need to
point out the issue concerning the relationship with state regulators of independent
branches of economy. As seen from international practices there is discussion and
good practices about the expediency to combine them. Here we can find the
arguments from the both sides as in favor and as against. Nevertheless, in a small
country (especially in transition period) the combining should strengthen the general
status of competition policy and administrative capacity. Because all the regulators
have at least one common task — control over the dominant enterprise, no matter ex
ante or ex post.

In terms of developments concerning the institutional structure for competition
policy implementation is also useful to consider experience and practices from
countries which have had success in particular spheres.

From former experience of other countries is known that establishing separate

agencies for regulating gives possibilities to recognize the unique economic and
technological characteristics of each infrastructure industry and enables regulators to
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develop more detailed industry-specific expertise. It also reduces the risk of
institutional failure and encourages innovative responses to regulatory challenges.

Implementing the model of one regulator for several industries makes possible to
share fixed costs, scarce human and other resources. Also consolidation builds
expertise in cross-cutting regulatory issues: administering tariff adjustment rules,
introducing competition in monopolistic industries, and managing relationships with
stakeholders (Kessides 2004). In addition, the broader responsibilities of a multi-
industry agency reduce its dependence on any one industry and so help protect
against capture and may be better able to resist political interference because its
broader constituency gives to it greater independence from sector ministries.

The regulatory institution model implemented in Latvia and Germany and partly in
Lithuania, where different sector regulators are aggregated into one institution, is the
example of combined regulatory institution. This type of model allows ensure
regulatory consistency, technological convergence and also makes possible better
use of human and financial resources. Additionally, because small economies have
limited human and financial resources, the particular model of regulatory institution
gives an opportunity for merging regulatory responsibilities. Under the consideration
should be the model of unified multi-sector regulator and competition authority
institution, which has been implemented in the Netherlands as well in Estonia lately,
as the next step in developments of regulating network industries in two other Baltic
countries. This solution of unified institution will ensure internal consistency with
respect to competition decisions and increase the authority of competition policy.

In addition, there are some other arguments for one unified regulatory and
competition supervisory institution as market substitution aspect between the output
of regulated industries — especially between electricity and gas, and also between
modes of transportation and telecommunications. One has also take into
consideration reasons arising from scarcity of expertise and vulnerability to political
and industry capture in small economies.

Conclusion

There are markets in which competition policy will lead to satisfactory results and
other markets which need regulation in order to attain the efficient goal. Competition
authorities and sector regulations have different core competencies. In the process of
applying competition laws in regulated sectors, competition authorities can benefit
from the technical expertise of sector regulators and should seek to co-operate with
sector regulators to benefit from this expertise.

Nevertheless, the competition replacement with public regulation is economically
reasonable only in essence of natural monopolies, for example different supplying
and distributional networks. There it concerns only managing the essence of
monopoly — the networks.
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For finding the suitable solution of regulating arrangement in network industries in
the Baltic countries there were analyzed experience of regulatory institutions in
some developed countries (mainly in Germany and the Netherlands) besides
regulatory institutions established in Latvia, Lithuania and Estonia.

One possibly suitable model of regulatory institution for the Baltic countries seems
to be a multi-sector institution where different sector regulators are aggregated. This
type of combined regulatory institution reduces its dependency on any one industry,
protects against capture, ensures the regulatory consistency and also makes better
use of human and financial resources, which are limited especially in small
economies. The next step further from the multi-sector regulatory institution is
merging the sector regulators with a competition authority. Mentioned development
has taken place already in Estonia and it seems reasonable solution for Latvia and
Lithuania as well.
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Abstract

The purpose of this paper is to study the impact from the recent financial crisis on
public environmental expenditure in Estonia. The data show different tendencies
depending on the level of government. While the recent financial crisis has affected
Local Government spending on environmental protection negatively, Central
Government environmental protection expenditure increased by more than 30
percent between 2007 and 2008. Preliminary data indicate that this tendency
continued in 2009. When comparing expenditures on environmental protection
during times of crisis it is possible to detect differences between the developments in
1998-1999 and those in 2007-2008. Public expenditures on environmental protection
were much more sensitive to declining GDP during the previous financial crisis than
during the recent crisis. In the 2000s two important changes have affected
environmental funding in Estonia. Accession to the EU in 2004 has made EU
funding available for environmental protection. The ecological tax reform
introduced in 2005 has increased the revenues of environmental charges earmarked
for environmental purposes.

Keywords: public environmental expenditure, financial crisis
JEL Classification: H59, Q5, Q28, Q58, H72
1. Introduction

The recent financial crisis has resulted in major cuts of public expenditure in
Estonia. In order to bring the state budget into balance, the Estonian Government
reduced state budget expenditures by 3.4 percent in 2008 (Ministry of Finance
2008). These cuts affected the Ministry of Environment by 7.5 percent. In 2009,
falling tax revenues called for further adjustments.

Public expenditure management is an important aspect of a country’s environmental
policy. Major budget cuts in times of crisis might jeopardize attainment of critical
long run objectives. Observations during the Asian financial crisis suggest that
public environmental expenditure is more sensitive to cuts in public expenditure
during periods of crisis than other public expenditure (Vincent 2002). Vincent and
his co-authors find that environmental expenditures in Indonesia declined much
more than budget cuts on average. A comparison to other Asian countries showed
that environmental expenditures declined much more in Indonesia than they did in
Malaysia, Thailand and Korea during the same time period. However, the article
does not discuss potential reasons for these differences nor does it make any
comparisons of environmental policies.
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The study by Vincent and his co-authors represent one of several World Bank
reviews about public environmental expenditure. The Public Environmental
Expenditure Reviews or PEERs have had a wide variety of purposes including
measuring the impacts of a financial crisis, preparing a ministry for budget cuts,
tracking funds, and determining future resource requirements (Swanson, Lundethors
2003). However, a low level of public environmental spending is not in itself an
argument for more expenditure. Studies on transition economies in Central Europe,
as well as observations of environmental finance in Turkey, conclude that it is not
primarily the lack of financing that limits environmental recovery; it is rather weak
institutional capacity and unclear priorities that hamper environmental spending
(Prekzko, Zylicz 1998; Sezer 2003).

Estonia has prioritized budget balance since independence and has succeeded much
better than most other CEEE countries in keeping government budgets under control
and reaching fiscal sustainability (Aristovnik, Bercic 2007). This position makes
Estonian environmental expenditure in times of crises an interesting case study. The
purpose of this paper is to follow the development of public environmental
expenditure in Estonia and study the impact of financial crisis. Another purpose is to
link developments to funding principles of the Estonian environmental policy.

We begin by describing the framework of funding of environmental policy in
Estonia and after that we review data sources of environmental expenditure. Then a
presentation of developments of public environmental expenditure during the time
period 1995-2009 follows. Special attention is devoted to two periods of crisis 1998-
1999 and 2008-2009. After that we discuss the results and present conclusions based
on the observed developments.

2. Framework of Environmental Taxes and Charges

Estonia has used economic instruments for environmental protection since early
1990s. The principal legislation that regulates environment taxes and charges in
Estonia include the “Alcohol, Tobacco, Fuel and Electricity Excise Duty Act” (RT I
2007, 45, 319), the “Packaging Excise Duty Act” (RT I 1997, 5/6, 31) and the
“Environmental Charges Act” (RT I 1999, 24, 361). A specific feature of the
environmental taxes is that these accrue to the state budget for financing the general
needs of the state. The packaging excise duty is an exception though, since 50
percent of revenues must be used for environmental protection and the remaining 50
percent is available for general needs. The proceeds from environmental charges are
earmarked for environmental protection. Other sources of financing for
environmental protection include the European Union funds, guided by the Estonian
National Development Plan for the Implementation of the European Union
Structural Funds — Single Programming Document 2004-2006, and the Operational
Programme for the Development of the Living Environment for the years 2007-
2013.

The environmental taxes in use are excise duties on fuel and packaging, and heavy
goods vehicle tax. In 2008, an excise duty was imposed on electricity. Unlike many
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other countries, there is no separate vehicle tax on passenger cars. In 2008,
environmental taxes contributed 7 percent of the state tax revenue (approximately 5
billion EEK) (Keskkonnaiilevaade 2009).

The most important source for the accomplishment of environmental policy
objectives and implementation of the “polluter pays” principle are environmental
charges. The purpose of the environmental charges is to prevent or reduce the
possible damage related to the use of natural resources, emission of pollutants into
the environment and waste disposal. Environmental charges are paid into the state
budget where they are allocated for maintaining the state of environment, restoration
of natural resources and remedying of environmental damage. A part of the
environmental charges are paid into the local government budgets where they are
used according to local needs (not necessarily for environmental purposes).The
environmental charges paid into the state budget contributed approximately 1.5
percent of total tax revenue in 2008 (Keskkonnaiilevaade 2009). The pollution
charge was the most important revenue source, contributing about 1.3 percent in
2008. In the years prior to the ecological tax reform pollution charges contributed
about 1 percent of total tax revenue.

There are two different types of environmental charges: the natural resource charge
and the pollution charge. The pollution charge is levied on emissions of pollutants
into the ambient air, water bodies, groundwater or soil, and on waste disposal. The
natural resource charge in turn is divided into: the forest stand cutting charge,
mineral resources extraction charge, water abstraction charge, fishing charge and
hunting charge.

Since 1994, over 6 billion EEK have been paid for pollution, extraction of mineral
resources and water abstraction charges (Keskkonnaiilevaade 2009). About 76
percent (ca 4.6 billion) have been paid into the state budget and the rest into local
government budgets. Environmental charge rates were initially set very low,
considering the ability to pay of the population and for promotion of economic
development.

With the economic advancement it has become possible to pay more attention to
environmental protection. Already in 1996, the annual pollution charge rates were
raised by 20 percent and the annual natural resource charge rate by 5-10 percent. In
2005, the Government decided to introduce an ecological tax reform. The key
principle of an ecological tax reform concept is to increase the use of environmental
taxes and reduce the burden on employment related taxes (income or social taxes).
One of the aims of Estonian ecological tax reform is also that the overall tax burden
(ratio to GDP) would not increase. As a first step personal income tax was lowered
from 26 to 24 percent in 2005. All main environmental charges were raised
substantially in 2006. By following the logic of the ecological tax reform the
increase in charges was induced by the need to make economic instruments more
effective and give producers and the general public a clear signal that Estonia wants
to use its natural resources and environment in a sustainable way. The level of
charges continued to increase in 2007 through 2009.
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Major payers of environmental charges are enterprises with substantial
environmental effects — oil-shale industry companies, chemical and paper industry,
water supply and waster disposal enterprises, enterprises extracting and processing
mineral resources. In 2007, ten major natural resource users paid 80 percent of the
charges (Keskkonnatilevaade 2009).

2.1. Financing Environmental Measures

Environmental charges have been an important source for financing the renovation
of sewage disposal plants, investments into pollution abatement equipment and
environmentally adapted waste disposal sites. Funds paid into the state budget for
using natural resources are used according to the Environmental Charges Act
through the Environmental Investment Centre (EIC) to promote environment
protection. EIC’s environmental programme is the main national measure for
financing environment protection. The fields supported by the EIC programme
include water management, waste management, nature conservation, forestry,
fishery and environmental awareness."

In total, 3.4 billion EEK were paid out under the environmental programme during
2000-2008. As the European Union has established strict fixed-term requirements
for the quality of drinking water, purification equipment and sewage systems, most
of the proceeds from environmental charges have been used for bringing the water
supply into conformity with the requirements. Significant contributions have been
made also into fulfilling the requirements established for waste treatment and
disposal. Approximately 2 billion EEK in total were given through the
environmental programme for the development of water supply and waste disposal
infrastructure in 2000-2008 (Keskkonnaiilevaade 2009). This amount was increased
by the recipient’s own contribution.

An important source of finance of environmental investment in addition to the
environmental programme is foreign aid. In 2005-2008, Estonia received
approximately 2 billion EKK worth of foreign aid for the development of
environment protection infrastructure and environment protection activities
(Keskkonnaiilevaade 2009). The aid was received mainly from the EU Cohesion
Fund, and three thirds (or 1.5 billion) were used in water supply for various
investments for the improvement of the quality of drinking water and organization
of sewage disposal and purification.

3. Data on Public Environmental Expenditure

Statistics Estonia produces data on general government revenues and expenditures.
The data set is available for the time period 1995-2008 (www.stat.ee) and is
classified according to the United Nations Classification of the Functions of
Government (COFOG)®. One of these government functions is environmental

" http://www.kik.ee/?0p=body&id=105
2 http://unstats.un.org/unsd/cr/registry/regcst.asp?Cl=4
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protection and covers activities that reduce negative externalities. The definition of
environmental protection set by OECD and Eurostat includes “activities aimed
directly at the prevention, reduction and elimination of pollution or any other
degradation of the environment resulting from the production processes or from the
use of goods and services expenditure on waste management, waste water treatment,
pollution control, protection of biodiversity and landscapes, and other environmental
protection activities” (Swanson, Lundethors 2003). Environmental protection is
broken down into six sub-categories:

e Waste management

e Waste water management

e Pollution abatement

e Protection of biodiversity and landscape

e Research and Development (R&D)

¢ Other environmental protection expenditures

These data make it possible to follow the Central Government and Local
Government expenditure on environmental protection and distribution by domain
during 14 years.

Specification of investments into and current expenditure on environmental
protection can be followed in another time series. These data are available for the
time period 2001-2008 and for Local Governments only. Statistics Estonia collects
information in a survey following SERIEE classification, which is similar to the
COFOG system, but provides codes in greater detail. In addition, Local
Governments are asked to allocate activities covering more than one code by
specifying percentages. The COFOG system allocation is based on the majority
principle implying that investments covering two fields will be categorized
according to the major field of expenditures (Salu 2009). Even on aggregate level
there might be discrepancies between these two sources when they cover more than
one group of government functions. This is the case of waste water management
included in government function of environmental protection and water supply,
which is classified as the government function of housing and community amenities.

Since the purpose is to study the development of public environmental expenditure
during the financial crisis, we are interested in covering latest developments.
However, data for 2009 are not yet available. In order to assess most recent
developments, preliminary budget data for 2009 have been collected from the
Ministry of Finance. Another difficulty is that Estonia receives foreign aid for
environmental protection purposes, which makes it is difficult to detect “pure”
public sector expenditure on the environment. In order to give an approximate
estimate, we present assessments for certain years in our time series. The time series
for environmental protection expenditures are presented at constant prices using the
GDP deflator.
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4. Budget Cuts in Time of Crisis

Central Government budget expenditure for environmental protection was 1,450
million EEK at current prices in 2007. During the first year of crisis, in 2008,
expenditure increased to 2,083 million EEK at current prices. In terms of Central
Government budget expenditure, environmental protection was 2.3 and 2.8 percent
respectively. Figure 1 shows the development of state budget expenditure, GDP and
state budget expenditure on environmental protection during the time period 1995-
2009.
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Figure 1. Gross domestic product, central government expenditure and central
government expenditure on environmental protection, volume (constant prices),
1995 Index=100. (Authors’ calculations, Statistics Estonia*, Bank of Estonia and
Ministry of Finance)

The figure shows that expenditures on the environment have grown significantly
during the past few years. There have been reductions in spending on environmental
protection, but these cut-downs occurred in 2000 and 2006. Between 2008 and 2009
there was a small positive increase in expenditure on environmental protection,
while total state budget expenditures remained on the same level as a year before.
Data thus suggest that Estonian state environmental expenditures have not suffered
from budget cuts during the recent financial crisis.

Local Government expenditure on environmental protection was 907 million EEK in
2007. This means that Local Government expenditures were about 40 percent
smaller than Central Government expenditures on environmental protection. As is
the case of the Central Government, Local Government expenditures increased in
2008 and totaled 945 million EEK. However, at constant prices, Local Governments
decreased spending on environmental protection during the first year of crisis. The
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share of environmental protection expenditures was 3.8 percent in 2007 and 3.4
percent of Local Government expenditures in 2008. Figure 2 shows the development
of Local Government expenditure in total and Local Government expenditure on
environmental protection at constant prices during the time period 1995-2009.
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Figure 2. Local government expenditure in total and expenditure on environmental
protection, volume (constant prices), 1995 Index=100. (Authors’ calculations,
Statistics Estonia and Ministry of Finance*)

The figure shows that expenditures on environmental protection have grown
significantly during the time period 1995-2009. Since 2000, developments have
been cyclic, with one peak in 2002 and another peak in 2006. The peak in 2006
coincides with a reduction in Central Government expenditure and with the
introduction of the ecological tax reform. The growth in environmental protection
expenditure is well correlated with total budget expenditure and in contrast to the
central budget, local budget expenditures on environmental protection have declined
over the past few years. This decline continued in 2009. Environmental protection
expenditure decreased at a similar pace as the Local Government expenditure
between 2008 and 2009. The significant correlation between Local Government
budget expenditure and expenditures on environmental protection is probably
related to Local Government responsibility for waste management and waste water
treatment. To some degree these activities are financed by tariffs and when incomes
decrease so do expenditures.

The recent financial crisis is the most severe, but not the only economic crisis that

has hit Estonia since independence. The available time series covers the economic
crises of 1998, which resulted in negative growth records in 1999. Table 1 shows
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annual change in GDP, annual percentage change of expenditure on environmental
protection during the time period 1996-2009.

The year-to-year changes in expenditures on environmental protection have
fluctuated significantly during the time period under study. When comparing
expenditures on environmental protection during times of crisis it is possible to
detect differences between the developments in 1998-1999 and those in 2007-2008.
The Central Government expenditures on environmental protection were more
sensitive to declining GDP during the previous economic crisis than during the
recent financial crisis. In addition, Central Government expenditure on
environmental protection continued to contract in 2000 when the economy had
recovered. It is difficult to predict the timing of recovery from the current crisis, but
preliminary data on 2009 and the state budget of 2010 suggest further expansion of
expenditure to the Ministry of Environment. According to the Ministry of Finance,
growing expenditures are based on increases in EU funding (Ministry of Finance
2010). The direction of the development of Local Government expenditures on
environmental protection has, on the other hand, been sensitive to budget cuts during
the two crises.

Table 1. Annual percentage change of GDP, annual percentage change of
expenditure on environmental protection at Central and Local Government in
constant prices.

Expenditure on environmental protection
Central Government Local Government
GDP
1996 5.7% 27.9% -14.3%
1997 11.7% 42.6% 13.9%
1998 6.7% 1.5% 4.5%
1999 -0.3% -1.6% -4.4%
2000 10.0% -13.3% -6.0%
2001 7.5% 64.4% 60.7%
2002 7.9% 13.1% 7.0%
2003 7.6% 11.9% -6.6%
2004 7.2% 10.9% 2.1%
2005 9.4% 26.7% 40.3%
2006 10.0% -16.4% 7.1%
2007 7.2% 53.1% -5.8%
2008 -3.6% 34.7% -2.4%
2009* -14.2% 1.8% -15.9%

Source: Authors’ calculations, Statistics Estonia, Bank of Estonia and Ministry of
Finance. Preliminary data*.
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Looking at a possible link between GDP growth and change in environmental
protection expenditures suggests that impacts differ between Central and Local
Governments. In six years out of fourteen, the direction of the year-to-year changes
in expenditure on environmental protection differs for the two levels of government.
The Central Government expenditures on environmental protection have grown
more than GDP during ten years, while the same is true for Local Government
expenditure only during four years. However, those years that GDP has grown at
least 9 percent there has been a two digit growth in environmental expenditure in
both levels of government during three single years: 1997, 2001 and 2005. On the
other hand, a high level of economic growth does not seem necessary for growing
expenditure on environmental protection (see Central Government expenditure on
environmental protection in 2006).

The different trends in expenditure on environmental protection between the central
and local levels since 1995 can also be detected by looking at the environmental
protection shares of budget expenditure (see Figure 3). While environmental
protection expenditures have grown significantly as a share of Central Government
expenditures from about 1 percent in 1995 to 2.8 percent in 2008, Local
Government budget expenditures on environmental protection have been on a
constant level of about 4 percent during the whole time period 1995-2008.
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Figure 3. Environmental expenditure as percentage of total expenditures of local
and central budget expenditures, 1995-2008. (Authors’ calculations and Statistics
Estonia)
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4.1. Environmental protection expenditure by domain

Government expenditures on environmental protection can be followed up by
domain. While Local Governments made small adjustments, including cuts in waste
water management, and pollution abatement expenditures in 2008, the Central
Government increased its expenditures on waste water management and on
protection of biodiversity and landscape. During the previous economic crisis,
Central Government expenditure declined on waste management, waste water
management and pollution abatement. Local Governments reduced all
environmental protection spending except expenditures on waste management
between 1998 and 1999.
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2000 -
005.5R&D Environmental protection
1500
B 05.4 Protection of biodiversity and
landscape
1000 - 005.3 Pollution abatement
L W ()5.2 Waste water management
500 A
Q
§ &105.1 Waste management
0 oo A
2007 2008 2007 2008

Figure 4. Environmental expenditure by function, local and central budget
expenditures, 2007-2008. Constant prices (price level 2008), million EEK. (Authors’
calculations and Statistics Estonia)

4.2. Investments

The available data on investments cover only Local Governments and show that
spending has grown over time, but do not reveal any specific trend in terms of
investments or current expenditures. During the time period 2001-2008, between 40
and 60 percent of Local Government expenditures on environmental protection
concerns investments. From the beginning of 2000s until the end of the decade the
focus has shifted from a dominance of waste water investments to an increasing
share of waste management investments.
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Figure 5. Local Government budget expenditures on environmental protection
SEIREE method (prices 2008), million EEK. (Authors’ calculations and Statistics
Estonia)

4.3. Foreign Aid

There is no comprehensive data set covering foreign aid payments to environmental
protection expenditure in Estonia. Generally foreign aid only includes investments.
According to gross estimates, foreign aid has made up the lion part of government
investments into waste water treatment and to waste management. The share of
foreign aid in the State Investment Programme on environmental investments varied
between 50 and 60 percent during the time period 2002-2004 (Statistikaamet
different years). In 2005-200, foreign aid made up 40-50 percent of environmental
investments in the state sector (Keskkonnaiilevaade 2009). According to this source,
foreign aid increased from about 600 million EEK in 2007 to about 700 million EEK
in 2008. At constant prices, this corresponds to an increase of about 35 percent.
Expenditures for co-financing environmental investments more than doubled — from
143 to 395 million EEK between 2007 and 2008. Since this source includes
investments into the water supply system it does not exactly correspond to the
earlier data set. The indication though is that foreign aid probably was an important
driving force of the observed increase in environmental protection expenditure
between 2007 and 2008.

In an overview about the use of environmental charges in Local Governments, Salu
collected information about EU funding for environmental protection purposes (Salu
2009). The results indicate that between 4 and 16 percent of environmental
protection expenditures of Local Governments were financed by various EU funds
during the time period 2001-2007. However, Salu’s data did not cover LIFE and
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INTERREG programmes. Data for recent years and developments during the
financial crisis period have not been possible to access.

5. Conclusions

Data on public environmental expenditure show that the recent financial crisis has
decreased Local Government spending on environmental protection, while this is
not the case of the Central Government. Between 2007 and 2008, Central
Government expenditure increased by more than 30 percent while Local
Governments cut down their expenditure by 2.4 percent. Preliminary data indicate
that this tendency has continued in 2009. When comparing expenditures on
environmental protection during times of crisis it is possible to detect differences
between the developments in 1998-1999 and those in 2007-2008. Public
expenditures on environmental protection during the previous financial crisis were
much more sensitive to declining GDP than during the recent crisis.

Another finding is that environmental spending of Local Governments is closely
correlated to total budget expenditure. The expenditures on environmental protection
have been on a constant level of the total budget of about 4 percent during the time
period 1995-2008. The level environmental spending of the Central Government is
not equally sensitive to total budget expenditures and their share of total Central
Government expenditures grew from about 1 percent in 1995 to 2.8 percent in 2008.

In the 2000s two important changes have affected environmental funding in Estonia.
Accession to the EU in 2004 has made EU funding available for environmental
protection. In addition, the ecological tax reform has increased the revenues of
environmental charges earmarked for environmental purposes.

The environmental policy aims of Estonia as a small member state of the European
Union are closely interlinked with the respective ambitions of the EU, having been
fixed in EU directives and other regulations. The European Union has decisively
committed to ensuring environment protective development.

The ecological tax reform that shifts tax burden from negative taxes for welfare (e.g.
employment related taxes) to positive taxes for welfare (e.g. taxes on activities that
damage the environment, such as exploitation of natural resources or pollution) is
necessary to contribute to solving environment related problems. At the same time, a
long-term change in taxation presumes relatively stable income from the
environment related tax base.

Estonia has in general fulfilled the environment related tax base stability condition
due to the framework of environmental taxes and charges that are periodically
adjusted. Environmental taxes and charges, according to law earmarked for
financing environmental expenditure (a certain share of pollution and resources
taxes goes to the Estonian Environmental Investment Fund), have allowed a relative
independence of environmental spending from macroeconomic conjuncture. For
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example, the environmental tax rates were raised 20 percent in 2009 on request of
the Green Party, despite the economic recession.

Both central government and local sector expenditure on environmental protection
in Estonia have regularly increased over the period discussed in the paper and have
stayed relatively stable and independent from the fluctuations in the gross domestic
product. Particularly remarkable has been the increase in environmental expenditure
since 2007, which can be explained by opening of the EU Cohesion Fund resources
for the budget period 2007-2013. Remarkable finance of environmental activities
(above all sewage and waste disposal) from EU structural funds also explains the
growth of government sector environmental expenditure in the period when the
gross domestic product declined.

To sum up, the growth and stability of environmental expenditure in Estonia are
based on a carefully though out and regularly adjusted system of environmental
taxes and charges, and the allocation of the tax proceeds for environmental
expenditure is provided by law. Local and central government sector expenditures
on the environment are increased by a significant amount of foreign aid from the EU
structural funds, which are used mainly for water supply and waste disposal related
environmental investments, as well as for nature protection expenditure. As a co-
effect of various measures, Estonia has managed to preserve stability of
environmental expenditure.
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THE NEED OF MUNICIPAL FISCAL EQUALIZATION REFORM IN
ESTONIA!

Peter Friedrich, Janno Reiljan, Chang Woon Nam?
University of Tartu, Ifo Institute for Economic Research

Abstract

Estonian municipalities have to perform a broad range, while their fiscal resources
are often limited in comparison to functions and large disparities in fiscal capacity
prevail among them. Moreover, the power to regulate fiscal affairs is mostly in the
hands of the central government. Municipalities do not possess satisfactory
development planning perspectives. In particular municipalities in the North-East
region and South Estonia have experienced considerable fiscal stress. We discuss
how a strict application of the connexity principle can protect municipalities from
the fiscal bottleneck. We also recommend the introduction of the principle of
parallelism and investigate its effects on the down-flow grant system in Estonia. The
procedure of determining the total sum of block grants needs to be changed. In most
cases a high degree of parallelism applied when providing the unconditional grant
via the equalization fund improves the fiscal stability and predictability of Estonian
municipalities.

Keywords: fiscal equalization, municipal finance, connexity, principles of
parallelism, Estonia

JEL Classification: H27, H70, H77, R10
1. Introduction

After a phase of transformation leading to a functioning private sector economy and
the separate establishment of a public sector, a period of consolidation for the public
sector is needed in new market economies. Estonia comprises a central government
and municipalities as the sub-national jurisdictions.’> In part as a consequence of
rather unbalanced regional development, the fiscal capacity gap among
municipalities has gradually increased in this country during the last decade.

! This paper was written in the context of a research project (No. SF0180037s08) entitled “The
Path Dependent Model of the Innovation System: Development and Implementation in the
Case of a Small Country” carried out by the University of Tartu. Authors are grateful to the
Estonian Ministry of Science and Education for the financial support.

? Professor Dr. Dr. h.c. Peter Friedrich, Senior Researcher, University of Tartu, Narva Road 4,
51009 Tartu, Estonia; E-mail: Peter@mtk.ut.ee; Professor Dr. Janno Reiljan, Chair of Public
and International Economy, University of Tartu, Narva Road 4, 51009 Tartu, Estonia, E-mail:
Janno.Reiljan@mtk.ut.ee; Dr. Chang Woon Nam, Senior Economist, Ifo Institute for Economic
Research, Poschingerstr. 5, 81679 Munich, Germany, E-mail: nam@ifo.de.

* In Estonia, the municipalities consist of the cities (towns) and rural municipalities. In some
cases the towns and their rural hinterlands form a mixed town-rural municipality.
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In Estonia all municipalities have to perform a broad range of functions (see Figure
1), even though their fiscal resources are often seriously limited. In order to provide
them with better chances in a fierce regional competition process, a more equitable
financial endowment appears to be desirable as an initial condition for further local
economic development. In addition new task requirements have to be met within the
framework of the European Union, which in many cases are related to the minimum
provision of infrastructure services for which the municipalities are responsible
according to the Estonian constitution. Moreover, this fact bears some conflict
potentials because the power to regulate fiscal affairs (concerning e.g. conditional
grants and/or the size of the equalization funds for unconditional grants) is mostly in
the hands of the central government, while the regulatory competence of the
municipalities has remained rather weak. Therefore, among other issues, a well-
functioning fiscal equalization system should be developed to encourage the local
efforts to achieve fiscal balance, to improve fiscal autonomy and to support the
public activities of municipalities. In particular, a more stable and predictable
vertical equalization system appears to be urgently necessary in Estonia.

This study primarily aims at dealing with the following research topics:

(1) How has the existing Estonian vertical equalization system developed? What
are its regional implications, strengths and weaknesses?

(2) Should the connexity principle and the principle of parallelism be chosen as
the basis of reform?

(3) How should the block grants (unconditional grants) be determined considering
fiscal need and fiscal capacity indicators, and how could the principle of
parallelism be introduced in this context?

(4) What are the effects on revenue changes that are led by the implementation of
the parallelism for municipalities?

(5) Can we expect more balanced fiscal development of municipalities when
applying the reform proposal?

This paper is structured as follows. After this introductory part, the first question is
tackled in the second section. Information about the characteristics and problems of
Estonian fiscal equalization is provided there as well. The application of basic
principles as the reform recommendations and results will be discussed in the third
section. The final section briefly summarizes the major findings of the paper and
discusses the anticipated consequences of the reform and concludes.
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Figure 1. Functions and finance sources of municipalities in Estonia. (Reiljan,

Ramcke, Ukrainski 2006)
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2. Estonian Fiscal Equalization System

In Europe the parliament of a country generally has the obligation to provide the
country’s municipalities with sufficient financial resources to be used at their
discretion within the framework of their powers. In addition, the need to protect
financially weak local authorities calls for the fiscal equalization procedures which,
however, do not diminish the discretionary powers of local authorities to perform
their tasks of self-administration. In Estonia, local government’s responsibility areas
are determined by the Local Governments Organization Act (KOKS, RT I 1993, 37,
558). Yet, the functions of local governments are not always explicitly described.
According to a survey conducted by the Ministry of Internal Affairs, local
government responsibilities have already been regulated in the mid-1990s by almost
450 different laws and legal acts that had assigned over 400 different tasks.

The main functions of Estonian local governments are explained in a systematic way
in Reiljan at al. (2006). Estonian local government functions are relatively similar
across counties (see Figure 1) but their fiscal strength greatly differs from one
municipality to another. The share of tax revenues of all municipal revenues®
comprises approximately 47% of the total revenue of Estonian municipalities. Harju
County leads the ranking with the share higher than 55%, followed by Tartu County
representing the share equal to the Estonian average. In South Estonia, the value
only amounts to 32 to 34%. In approximately half of all counties, tax revenues make
up around 41 to 43% of total municipal and town revenues. The major source of the
Estonian municipal tax revenue is personal income tax.’ The disparities between the
share of per capita personal income tax receipts in municipal budgets in different
Estonian counties and its Estonian average have become more apparent during the
period 1997-2006. In Harju County, the share of per capita income tax receipt was
around 36% higher than the Estonian average in the period of 1997-2002, while its
excess amounted to 31% of the Estonian average for the period 2003-2006. The
economic recession in Ida-Virumaa led to a drop of income tax receipts level from
73% in the period 1997-2006 to 66% of the state average during the period 2003-
2006. The counties in the eastern and southern parts of Estonia have experienced the
lowest income tax receipts per inhabitant. The income tax share of all municipal
revenues differs between the counties but its level presently reaches around 35 to

* This relation is used to describe the fiscal autonomy (De Mello 2000).

* Until 2002, 56% of all income tax collected was given to the municipalities and 44% to the
central government. During last years, the major tax policy objective was to reduce direct taxes
and replace them by indirect taxes in Estonia. The personal income tax rate has been gradually
reduced from 26% to 21% (from 2004 to 2009). Consequently the municipal share of income
tax amounted to 11.4% of gross income in 2004, while the share grew to 11.9% in 2009. All tax
allowances, e.g. for interest rates, costs for education and private retirement savings, are made
from the central government’s portion of income tax, which was 14.6% of gross income in
2004 and 9.1% in 2009. Because of the fiscal problems related to the central government
budget the reduction of personal income tax rate was stopped in February 2009. As a
consequence of central government budget crisis the share of municipalities was reduced to
11.4% by parliament, whereas the central government’s share increased to 9.6%.
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38% in the majority of Estonian counties. Analogously the share of other taxes® of
all municipal revenues also differs from one county to another.

The share of self-revenues (including shared taxes, sales, rents and interests
received) of total municipal revenues also varies considerably in Estonia. For
example, its share comprises approximately 80% in Harju County, whereas in South
Estonia the share has remained at the 41 to 43% level. In most counties, the share
makes up 50 to 55% of their total revenues. The regional dispersion of municipal
self-revenues, total tax revenues and income tax revenue (per inhabitant) decreased
in years 2003-2008 in comparison to years 1997-2002 (see Table 1).

Table 1. Regional dispersion of municipal self-revenues, tax revenues and personal
income tax receipts per inhabitant compared to the national average for the periods
1997-2002 and 2003-2008

Self- Self- Tax Tax Personal Personal
revenue | revenue | revenue | revenue |income tax | income tax
1997- 2003- 1997- 2003- revenue revenue
2002 2008 2002 2008 1997-2002 | 2003-2008

National
average
dispersion* | 28.38 24.04 26.92 23.80 27.83 22.89
* Measured in terms of deviations from national average weighed by population share of
counties.

Source: Authors’ calculations.

The share of state budget grants of total municipal revenues increased remarkably,
from 25% in 1997-2002 to 35% in 2003-2008. Since the equalization fund resources
(with the share of approx. 7%) remained stable, this fact in turn indicates that the
share of conditional grants grew also steadily, from 18% to 28% in municipal total
expenditures. State budget grants are of the greatest importance for municipal
budgets in South Estonia, shown by the share amounted to 56-58% in 2003-2008. In
Harju County, grants from the state budget made up a substantially lower share of
total municipal expenditure, reaching approximately 10% in the period 1997-2002
and 20% in 2003-2008. In the latter period the conditional grants’ contributed to the
increase in the relative revenue level by more than 14% compared to the national

® Municipalities in Estonia also collect land tax and they have the right to enforce its rate
between 1 to 2.5% on the land value basis. Many municipalities use the right to waive land tax
on residential land owned by pensioners for their own use. Land tax in most cases makes up
around 2 to 4% of total municipal revenues. Moreover Estonian municipalities have the right to
establish local taxes, e.g. gambling tax, land tax, local sales tax, municipal boat tax,
advertisement tax, tax for closing of streets, etc. Local taxes on average amount to less than 1%
of municipal budgets in Estonia.

" The majority is given to municipalities to cover specific conditional tasks — paying
comprehensive school teachers’ salaries, buying textbooks and making investments, paying
social aid, (partially) covering school lunches and supporting the living environment on small
islands (see below).
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average in five counties, while the drop in Harju County accounted for around the
similar extent. The significance of conditional grants on the relative revenue level in
rural municipalities and towns in Parnu and Ida-Viru counties has been quite low.

The share of unconditional grants (block grants) of the total volume of central
government grants to municipalities dropped from 28% in 1997-2002 to 21% in
2003-2008. The share only rose in Hiiu County (from 18% to more than 25%
between these two periods). Despite some reduction, equalization grants accounted
for 35% of total grants in Ida-Viru County and 30-31% in counties in South Estonia.
The equalization fund has been playing a remarkable role® for the local finance of
more than 90% of all municipalities. Regionally, the importance of the equalization
fund varies remarkably. About 17% of total revenues in rural municipalities in
counties in East and South Estonia are presently endowed with the equalization fund
provisions. The per capita unconditional revenues after the equalization currently
vary by 24% on average, with some exceptional cases like 100% in Hiiu County and
76% in Ida-Viru and Valga counties. The effect of equalization fund provisions on
unconditional budgetary municipal resources of counties compared to the national
average ranges from 24 to 27% in southern Estonia. The impact of the equalization
fund on income growth is also remarkable in counties located in eastern Estonia.
The loan capacity as the relationship between contracted loans and self-revenues has
fallen in the majority (around 60%) of counties and risen in the rest share of counties
during the last ten years. Many municipalities finance their expenditures, especially
investments, by borrowing.

For the fiscal equalization of Estonian municipalities and coverage of expenditure
needs with revenues, the central government plays a leading role. According to §154
of the Estonian Constitution, the municipalities which operate independently
according to the law, decide and organise all elements of life in the local area. The
same paragraph describes the basis for financing these functions as follows:
“municipalities can be obligated to fulfil tasks only via law or in agreement with the
municipality. Expenses connected with tasks designated to the municipality by law
will be financed from the state budget”. So it is clear that the Estonian Constitution
does not provide financial autonomy through an independent tax base for the
municipalities. The §160 of the Estonian Constitution notes, “...the law will resolve
management issues in the municipality and the supervision of its activities” (Eesti
Vabariigi pShiseadus 1992).

In the Law of Municipal Financial Management currently adopted by parliament, the
Ministry of Finance follows the approach that says the state can intervene in
municipal activities, including the prescription of ways how local issues should be

% Deciding over the size of the equalization fund could be seen as a financial instrument for
increasing the administrative power of the central government. Less than 10% of all local
governments have sufficient self-revenues and they are not dependent on the central
government’s balancing support. The question arises whether such an equalization amount
does not stimulate a municipal dependent mentality and weakens their own attempts for raising
their own revenue (for instance supporting entrepreneurship development etc.).
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managed (eletuskiri kohaliku omavalitsuse iiksuse finantsjuhtimise seaduse eelndu
juurdeseletu 2008). The Ministry of Finance also concludes that the European
Charter of Local Self-Government does not exclude the option of control over the
rationale of municipal activities, when this is balanced with the importance of
interests that need to be protected. Paragraph §9 of the State Budget Law defines the
relationship between the state budget and municipal budgets, supporting the ideas
given in the Constitution and specifies: “grants from the state budget are passed to
the municipal budget via (1) the equalization budget fund; or (2) specific purpose-
oriented (conditional) grants”. The equalization funds provide the municipalities
with block grants (Riigieelarve seadus 1999).

Paragraph §5 on “Revenues of Budget” of the Law of Rural Municipal and Town
Budgets provides a list of municipal revenue sources on the basis of their economic
content (Valla ja linnaeelarve seadus 1993): (1) taxes; (2) sales of goods and services
(including user charges); (3) (one-time) sales of material and immaterial assets; (4)
income from assets; (5) financial supports including foreign aids; and (6) other
revenues including fines. The state budget as the source of revenues for
municipalities and towns is related to the fifth item of the above list, because
remarkable supports can originate only from the state budget in most cases.
Paragraph §8 of the same law establishes the options for contracting a loan: rural
municipalities and towns can borrow, use capital rent, issue bonds and contract other
liabilities.”

Conditional grants have primarily been provided in the fields such as salaries for
teachers, family doctors, the social tax and unemployment insurance tax connected
to those salaries; investments and expenditure connected with the public
responsibilities of municipalities according to the law. The objective of is budgetary
balance — state budget grants are made in order to “complement budget revenues”."
Following §9, there is a support fund in the state budget to cover revenue deficits in

rural municipal and town budgets.

The mechanism for verifying the need for budgetary support for rural municipalities
and towns given in §4 of this law and in §9 of the State Budget Law seems at first
glance to aim at balancing the interests of the central government and the
municipalities: the necessary sum to increase local budget revenues will be
determined by negotiations between a state institution appointed by the central
government and the municipalities or their unions. However, in the case that an
agreement is not reached, the size of that sum is determined by the government in
the state budget. Paragraph §9 of the State Budget Law says that “the division of
resources in the municipalities budget support fund is carried out according to a
procedure and in amounts specified by the government”. Uniform criteria for the
allocation of (unconditional) equalization fund and conditional grants among

? In the law there are fixed strict restrictions for local borrowings.

%“Funding provided in order to increase the local income together with other state budget
grants and tax revenues should ensure that the town or rural municipality fulfils its
responsibilities as set by the law” (§4 of Valla- ja linneacelarve seadus 1994).
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municipalities have been set by the Ministry of Finance and these are adjusted to the
current economic situation every year when preparing the state budget.

Unions of municipalities are weak institutions with only a few officials, and cannot
analyse or dispute the rules governing municipal budget supplements or the
calculation methods developed by ministries with hundreds of civil servants.
Currently, there is no founded method to assess the expenditures connected with
tasks legally designated to the municipalities. There is no basis for assessing the
different opinions during the negotiations between the central government and the
municipal representatives. The specification of investment support has been totally
left to the free political choice of the parliament and the central government, which
in turn means that the municipalities are directly dependent on the central
government’s decision. The municipal fiscal autonomy is rather restricted in Estonia.

Further restrictions of fiscal autonomy stem from the potential for the central
government to intervene in the performance of local activities, the tendency to
include the debts of municipal enterprise in the volume of debts allowed to a
municipality and the formulation of need indicators for block grants. In Estonia,
several “expenditure needs” criteria are applied: (i) the number of children in two
different age groups, (ii) the number of people in the workforce age, (iii) the number
of pension-aged people, and to a lesser extent, (iv) the number of people in palliative
care as well as (v) the total length of local roads (streets) expressed in kilometres.
The choice of such need indicators are mainly under the control of the Ministry of
Finance thus increasing dependence of municipalities on the central government.
The central government can assist municipalities by increasing the personal income
tax rate. However, this policy does not help municipalities under fiscal stress much,
since the personal income tax base in the economically distressed areas tends to be
narrow. The fiscal conditions of municipal development in Estonia are to a large
extent fixed by the fiscal equalization policy of the central government.

Estonian municipalities are generally characterised as being insufficiently funded,
having a dependant mentality, struggling to obtain a larger share of the state budget
grants and lacking in motivation to find alternative measures for revenue growth
(Ulst 2000). In the fast economic growth phase between 2001 and 2007 the fiscal
situation of the municipalities gradually improved, but during the current economic
and financial crisis the central government of Estonia introduced the shortening of
municipal support funds and even cuts of local participation in tax receipts (see
Figure 1) to safeguard the central government budget.

A similar situation occurred during the year 2009. The fiscal stress of central
government that stems from the economic crises and an extended program of
expenditures due to promises to voters lead to a cut of grants by reduction of
expenditure indicators shown in table 2 for 2009 and 2010.

At present information and research concerning the ‘actual’ expenditure needs of

municipalities lack in Estonia which can be applied as a basis for equalization
purposes when granting the down-flow unconditional transfers. Only a calculation
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of normative expenditure based on general characteristics of a municipality exists.
However, to specify conditional grants, actual expenditure needs of municipalities
should ideally be considered when accounting the size of a conditional grant.

A comparison of municipal fiscal data of EU member states suggests that the
situation in Estonia does not much differ from that in other European countries. In
particular, two indicators are of interest for the comparison: (a) the financial means
available to perform municipal tasks expressed by municipal budget expenditure in
relation to country’s GDP and (b) the fiscal position in relation to higher
governments indicated by municipal expenditure as a percentage of total
government sector expenditure. In 2007 the proportion of Estonian GDP (= 8.4%)
that the municipalities can use was a quarter less compared to the average value for
the EU27 (11.2%)."" At the same time, in Estonia the share of municipal
expenditures of total government expenditures was at the EU average level (= 26.1%
compared to the EU27 average of 24.5% in 2007). In Scandinavian countries the
share of local government expenditures as a percentage of total government
expenditures amounted from 40 to 63%. Compared to other new EU member states
Estonia achieves the same ranking with the Czech Republic.

Therefore, the main weakness related to the fiscal stress in Estonia does not
primarily concern the size of municipal expenditures — although this could be higher
because of the needs for local infrastructure — but the fiscal equalization, the
autonomy of municipalities and the regional dispersion of expenditures seem to be
in a more serious situation. To reduce these regional divergences, to increase and
protect the fiscal autonomy of municipalities, and also to decrease local government
dependencies on political constellations in the central government, an improvement
of the fiscal equalization system in Estonia appears to be necessary.

3. Guiding Principles for Changing Fiscal Equalization
3.1. The Connexity Principle

One group of principles that has to be introduced to stabilize the autonomy and
competences of municipalities relates to the so-called connexity principle. This
principle states that an imputation of a new function or a reallocation of functions
from the central government to the municipalities is only allowed if the central
government provides the municipalities with the necessary means to perform the
function successfully (Zimmermann 1999). In some EU member countries the
downward shift of public tasks from a higher government to a municipal level has
quite often taken place while leaving the fiscal burden to the municipalities. In
addition, the assignments of public activities and their finance formulated in
constitutions have also often been unclear in some countries including Estonia.
Although the subsidiarity principle has been widely acknowledged as a mechanism
to protect the lower-level government and its activities, solely municipal tasks have

! Often there are more than two government levels in the larger countries, and when financing
the public activities, the relationships between different government tiers must be resolved
within a country (see Lenk 2008).
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been defined in this context, while the discussion about the ways of safeguarding the
municipal fiscal autonomy to finance the assigned local activities has often been
lacking.

In some state constitutions of the German Lénder the connexity principle is fixed.
Consequently the states shifting the tasks to the municipalities should cover the
administration costs of these tasks. But it is still controversial to what extent the
municipalities should get compensated financially. Sometimes difficulties also arise
because municipalities might be unprotected by the federal government which is the
case in Germany. In this country municipalities can bring the related disputes only to
their own state court. Only in cooporation with the state constitutional court can a
case be brought to the federal constitutional court as well. In a rather few
exceptional cases the matter can be treated and discussed before a European court.
Or — if a connexity principle is formulated under the present conditions in Estonia —
the central government has legal possibilities to influence the volume and allocation
of municipal expenses and their finance.

Repeatedly, if the connexity principle applies, the central government should take
over the administrative costs of the tasks transferred to the local governments. In this
context another question arises about the ways how to identify these costs. As
municipalities have the organizational autonomy, they are able to determine these
costs through the selection of cost assessment, distribution, and calculation methods.
Therefore, they can influence the cost estimation process, which would lead to the
determination of higher costs that should be then compensated by the central
government. Another possibility to be applied would be to assign standard costs. But
to what types of municipality should these standard costs refer? It is also
questionable whether the municipalities may perform the task transferred to them (as
their own activity) in an adequate way. Otherwise the task fulfilment is just an
administrative act executed for the central government. Therefore, doubts will
emerge with respect to the appropriate costs to be compensated.

A debate on fair costs is likely to end up with a standard cost formulation. In this
theoretical framework a vertical principal-agent game between municipalities (as a
group or individual municipalities) and the state ministry of finance (as
representative of the central government) will take place. There might also be a
Nash solution between the negotiating partners, or a powerful central government
leaves the municipalities at their minimum utility that is just high enough to execute
the local function assigned. This is shown in the Diagram (a) of Figure 2 with the
curve UCG showing total utility of the central government (if it carries out the
public activity alone) and the curve UminM demonstrating the minimum utility of a
municipality that gets higher with the level of local service activities X. The net
utility of central government is just the difference between the value of UCG and
UminM of a service volume X. The best task performance that the central
government can achieve is the point where marginal total utility equals marginal
minimum utility of a municipality (Gravelle and Rees 1992).
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The standard cost in the sense of central government should be determined in such a
way that this solution is achieved. There is a danger that financial means given to the
municipalities turn out to be rather small. As a consequence, other self-
administrative tasks of the municipalities get hindered or become unfeasible.
Another solution would be to maximize the total utility (see the Diagram (b) of
Figure 2). In this case the solution will be an activity level where the marginal total
benefit becomes zero. With a powerful central government the municipalities can
still be kept on their minimum level path, however, the activity level (i.e. the task
performance) as the maximum of total utility outcome is higher than that in the case
of maximizing total utility minus the minimum utility of the municipalities — see
Diagram (a) of Figure 2. Yet the gains between the central government and the
municipalities have to be distributed through the definition of standard costs and
payments to cover them. In the case of negotiations where the municipalities possess
more power, a Nash solution maximizing the product of differences between utility
and minimum utility of both partners will be achieved.'?

Diagram (a) Diagram (b)

A A Total utility
maximum

UCG

UminM

|

|

|

|

|
\

Optimum central government X X

Figure 2. Vertical principal-agent game between a model municipality and the
central government. (Authors’ conception)

If risks are considered when deriving a solution, one may better turn to the
traditional principle-agent models (Gravelle, Rees 1992). If the central government

12 (UCG - UminCG)*(UM-UminM) — max, where UM denotes the utility of a municipality
(see also Friedrich, Gwiazda and Nam 2004).
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takes risks with respect to the activity results of the municipalities while having
information about the amount of local activities, a constant payment just for
performance of tasks is the best compensation scheme for the central government. If
the activities of the municipalities cannot be detected properly the payment of
central government should increase as the activity levels grow.

We argued here in terms of the utility. However, the utility can be expressed
differently according to individual goals (such as health, education, environment,
transportation, safety, etc.), economic goals like employment, social goals, etc.
(Eichhorn, Friedrich 1976). The models should be modified with respect to these
various goals to be achieved. For example, the utility can be expressed by
employment as a central government goal and ensuring minimum employment in a
community as the local goal. There may also be a bundle of goals including political
ones where the result depends on different mixes of the goals as well leading to quite
different compensations. An indicator of social welfare like net-benefit may be used
as well, encountering the difficulty that a nationwide social welfare differs from the
local welfare of the citizens of a municipality.

The financial means to compensate municipalities’ expenditures related to their
activities should ideally be transferred through conditional grants. Funding these
functions by block grants, which all Estonian municipalities do not receive, should
be limited. Some municipalities would be excluded from the compensation
according to the connexity principle.”> Other communities might minimize the
performance of the new or transferred tasks in order to improve the services of pure
self-administration by the unconditioned grant.

The character of public activities to be transferred should be determined and
described in terms of certain appropriate criteria. A basic research program should be
developed to identify such criteria, also referring to some organizational indicators
of management capacities of such municipalities, and including the potentials of
other types of local institutions such as cross-municipal associations like the FOCJ
(Functional Overlapping competing Jurisdiction) to perform such municipal
functions (Friedrich, Reiljan 2008). Towns endowed with some special functions in
regional and urban planning with regard to environment, tourist centres, water
protection, industries, transportation, etc. might be included in the criteria list.

When realizing the connexity concept, some sub-principles related to its legal
stipulation should also be kept in mind (Zimmermann 1999; Blankart, Borck 2004;

" The inclusion of ‘people in palliative care’ to the expenditure need indicators in Estonia
since 2006 is related to the fact that the responsibility for this task was handed over from the
central government to the municipalities and the equalization fund was increased. Two
problems emerged, however. Firstly, for those municipalities not receiving a share of the
equalization fund, their legitimate right to obtain extra financial means for an additional task is
being violated. Secondly, resources intended to fulfill a certain task cannot be connected with
the equalization fund principle.
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Friedrich, Gwiazda, Nam 2004). First of all, the connexity principle should be
formulated in detail in the constitution and adequately considered in laws related to
the intergovernmental fiscal relations between the different government tiers. Its
consideration should be then enforced through the cases and decisions of the
constitutional court of Estonia. A specification of the connexity principle has to deal
with EU tasks or central government tasks that are under the direct control of the
EU. It might be stipulated that the EU itself or the central government has to
compensate municipalities. The compensation scheme for task transfers and fiscal
assistances should also consider the subsidization schemes laid down in laws or
general decrees. These measures could also be accompanied by strengthening
municipalities’ political power by providing a wider scope of local decision making
competences in negotiations concerning the vertical public task transfers (Friedrich,
Gwiazda, Nam 2004).

3.2. The Principle of Parallelism

The vertical fiscal relation between central government and municipalities is a
crucial issue in Estonia. The amount of financial grants addressed to the individual
municipalities depends on the total sum of money devoted to such intergovernmental
transfers. This is called the equalization fund in Estonia. There should be a law
defining the conditions for the content and size of the equalization funds. This has to
express general rules of equalization funds formation whereas individual conditions
could be fixed in a yearly fiscal equalization law. That means that the financial
sources for this purpose should be stated as a percentage share of specified revenues
of the central government, and in addition concerning public debts incurred by the
central government. The relationship between block grants and conditional grants
should leave a minimum share for block grants. However, the volume of the
equalization fund should be in line with the principle of parallelism.

We suggest the implementation of Saxon style principle of parallelism between the
central government and the municipalities in Estonia. It says that the development of
disposable municipal revenues should be in parallel with the central government’s
disposable revenue. In order to safeguard the finance of self-administration in
municipalities there should be a parallel development of own resources of central
government and of municipalities. Politicians are obliged to consider such a
parallelism when they determine the equalization funds for block grants.
Exemptions from this principle should only be allowed according to the
specifications in the law concerning war, epidemics, deep economic crises, natural
disasters, serious demographic difficulties, etc. A crucial problem to be solved is the
definition of relevant own disposable revenues. To define disposable revenues one
may turn to the cash flow that is at the disposal of central government or at the
disposal of municipalities. Such a cash flow which is used in Germany to measure
the fiscal possibilities and situation of municipalities refers to all revenues minus the
inevitable expenses of the municipality. This indicator is named “free top (freie
Spitze)”. For the central government, an additional question also emerges, whether
down-flow grants to municipalities become part of the inevitable expenditures of the
central government or not. As they are not available to the central government they

64



should be deducted. The central government of Estonia receives tax revenues from
own taxes, shared taxes, payments from the EU, revenues from fees, sanctions,
borrowings, sales of state property, dividends of central state enterprises, 25% of
customs duties and other revenues. Yet the customs revenues are exclusively
transmitted to the EU. Service fees are formed primarily according to the cost
coverage and benefit principle. Since they mostly do not increase the financial scope
of the central government, they should be excluded as well. Profits received from the
Estonian central bank should be included (see Friedrich, Ramke 2007).

Again for the municipalities, tax revenues consist of their own resources as well as
revenues from concessions. Dividends of municipal enterprises can be included in
the own resource criteria, too. Payments of sanctions to the municipalities increase
also the own fiscal resources. Unlike the conditional grants, the block, unconditional
grants increase the own financial revenues. Revenues from fees, public debt and
property sale should be excluded as already mentioned above. Donations by private
individuals that are not related to the additional municipal expenses can be added,
too. If they are linked to additional expenses, e.g. construction or renewal of a
building to host an art collection, the net fiscal inflow may also be added.

In Estonia a formula for the intergovernmental fiscal equalization exists already. The
formula for calculating the amount of the down-flow subsidy (7n) aimed at
supporting the achievement of local governments balance can be expressed as the
difference between the normative revenue and the expenditure levels:

Tn= (ak —an)*0.9

where:

e an means the normative level of revenues from personal income tax, land tax
and charges for the use of natural resources that go to the budget of a local
government unit in a given budget year'*;

e ak denotes the level of normatively calculated demand for payments (costs) of a
municipal budget in a given fiscal year'®; and

¢ (.9 indicates that block grants have to cover 90% of the difference between the
normative revenues and normative expenditures.

' The normative municipal revenue level (i.e. the capacity indicator an) is the product of the
following three local revenue data: (1) personal income tax receipts for the last three years,
which is multiplied by the income tax accounting growth rate coefficient (i.e. two thirds of the
average coefficient of income tax growth for the last two years); (2) accounting land tax sum,
using the land tax rate of 1.25% (the municipality can establish the land tax rate within a range
between 1 to 2.5%); and (3) prognosis of received charges for the use of natural resources.

' The normative level of municipal budget expenditures (i.e. the needs indicator ak) is
calculated by multiplying cost formation indicators with the cost coefficient connected with the
indicator unit. As a cost formation basis the following indicators are viewed: (1) the number of
0-6 years old children; (2) the number of 7-18 years old children; (3) the number of 19-64
years old workforce; (4) the number of 65 years old and older; (5) the length of roads (streets in
km); and (6) the number of people in palliative care.
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The calculation of the normative expenditure demand in municipalities involves a
process of harmonizing two dimensions. On the one side, the forecasted level of
municipal revenue from taxes and charges on the use of natural resources is found
using the above mentioned self-revenue sources. On the other side, negotiations
between the central government and the municipalities result in a political decision
reflected in the State Budget Law about the size of equalization fund which is
designed to help reduce municipal and town budget deficits in the corresponding
budget year.

For the individual municipalities the calculated normative revenues are firstly
compared to the normative expenditure needs, and then the negative results (i.e. the
revenue deficits) are added together for all municipalities suffering from the fiscal
stress. The total sum of municipal revenue deficits will be then multiplied by the
factor 0.9 and the outcome of this computation should be the same as the sum of the
equalization fund politically set. Formally expressed, the revenue deficits for
covering the normative costs of all rural municipalities and towns are compensated
via the central government grants by exactly 90%.

Table 2 depicts a thorough modification of the expenditure coefficients in 2004:
those for the indicators like ‘7-18 years old children’, 65 years old and older’ and
‘volume of roads’ increased while those for others declined. Since 2005 expenditure
coefficients increased gradually for all the need indicators. When calculating the
growth rate of the expenditure coefficient, the normative municipal revenue growth
has been taken into account so that the equalization fund would cover exactly 90%
of the normative revenue deficit.'®

Once again one should note that this is solely an equation applied for the entire sum
of equalization fund among municipalities and it does not deal with the actual
expenditure demand and revenue surplus or the deficit assessment problem. Less
than 10% of all municipalities — mainly from Harju County (including the kapital
Tallinn) and Ida-Viru County (rural municipalities with high receipts from oil shale
mining) — have their normative revenues higher than their normative expenditure
needs. Those municipalities are left out of the division of the equalization fund.

' When using the equalization fund to cover 90% of the municipal or town normative revenue
deficit, the task of unifying the financing for public sector services is fulfilled quite well.
Assume that there are two municipalities and the normative revenues of the first municipality
cover 90% of the normative expenditure demand whereas the coverage share amounts to 50%
for the second municipality. By the given 90% equalization coefficient, the first one gets 9%
compensation from the equalization fund and the other gets 45% of the normative expenditure
demand. After such an adjustment, the coverage rate of the normative expenditures increases to
99% for the first municipality and to 95% for the second.
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Table 2. Expenditure coefficients per expenditure indicator unit used for
municipal normative expenditure level assessment (in thousands of kroons)

Source: Ministry of finance adjustment fund calculations 2003-2010, collected
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The parallelism has not yet been considered in Estonian fiscal equalization system
because: (1) the total sum of block grants determined annually has been the result of
political decision of parliament about the state budget; and (2) the central
government has changed the relations of the expenditure coefficients and, by doing
so, also the expenditure level assessment of the individual municipalities.

Friedrich ef al. (2004) have shown how in Saxony the principle of parallelism is
integrated into the model of vertical fiscal equalization between the state and its
municipalities. Analogously, the concept of parallelism concerns the municipalities’
disposable income EG; and the provided intergovernmental transfers (by the
central government) SZ;. The disposable revenue by the central government
is EL; . From this disposable income we deduct the down-flow grants from the
central government to municipalities SZ;. The size of the intergovernmental
transfers is fixed in the period of zero (#=0) at a certain percentage share of the

disposable income of the central government (see also Nam, Parsche, Steinherr
2001).

EG, +SZ, _ EL,-5Z, M
EG, ,+SZ,, EL_,-SZ,,
The size of parallelism can be expressed by
(EG,+SZ,))(EL, - SZ,) (2)
The rearrangement of equation (1) leads to
EG,_1+5Z EL_1-5SZ
874 = ELy - (L) - Gy (AL 3)
EGI—I + ELt—l EGI—I + ELt—l
and analogously
EG, +SZ EL, - SZ
sz, = EL, - (—— 9 _fpg, . (—2——0 “
EL Gy ELy + EG,

If equation 4 is used to account the block grants for Estonian municipalities we
achieve the results in Table 3.

The first attempt refers to the year 1997 as a base year. Column (3) of Table 3 shows
the actual block grants and column (9) the block grants under the parallelism. The
results reveal that under the parallelism conditions of 1997, the block grants paid
would have been lower than the actual ones. However, since 2002 the block grants
under the parallelism would have been considerably higher than the actually paid
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ones. In 2008 the economic recession tended to affect the municipalities seriously.
As shown in column (10), similar results are also obtained if the conditions of 2002
are used as reference for the parallelism. Under the parallelism both levels of
governments are gaining from a prosperous economic development and vice versa.
Until 2009 the yearly actual total block grants SZ, were determined in Estonia as a
result of parliament decision about the central government budget. Under the
prevailing conditions a paternalistic central government can protect the
municipalities but also expand its influence on the costs of municipalities. As table 3
shows sometimes the municipalities can be better off if central government fixes the
block grants. However, the parallelism solution gives the municipalities a larger
scope of autonomy to perform their own tasks if block grants and referring tasks are
strictly separated from the conditional grants: The latter ones should be paid only to
finance the transferred local tasks and to support some self-administration tasks
which seem to be important from the central government’s point of view.

The parallelism can also be integrated into the Estonian block grant assignment
system as well. The block grants of a municipality 7 at year £ amount to

SZ;, = (ak;,— an;)*0.9, if ak;, > an; and 0 if ak; < an;, %)

For the total sum of block grants must hold:

SZ, = (Yak;, — Y.an;)*0.9 (6)
J J
Therefore
SZ,/0.9 + Yan;, =y ak; @)
J J

For the municipality i we obtain:
n—i
SZiy= (SZ,/0.9 + Y.an;, — Y ak; — an;)*0.9 ®)
J J

We may introduce the parallelism according to equation (4):

SZ, = 0.9%[{EL*(EG, + SZ,)/(ELy + EG,) — EG*(ELy— SZy)/(ELy + EG,)}/0.9

n—i
+ Zan,», - Zakjt —an;| 9
J J
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Table 3. Calculations of the parallelism for block grants in Estonia

‘wistja[[ered oY) 10§ SIBAK 90UIJAI AIB 70T PUB L66] PION

LT°S0L €L°9¢9 8YYL'0 | TSSTO | 06€TY | ¥8IVI | VLSSS | TLVEL LE8TI LELTY 800C
8'C¢€6C §'798¢ LT8L0 ELITO | 899%Y | vOVCI | TLOLS (1134 ¥L601 8609 L00T
9Ty 6'S8¢T SY8L0 SSITO | ¥TI9€ | 9'1C66 | 9V09% | 8Evll 8'LLLS 89CLE 900¢
§'920¢ 0861 9€8L°0 | ¥91T0 | T6veT | 1'S¥I8 | 9€9LE | S0001 9vrIL 6¥0¢ S00¢
81991 S1e91 69LL°0 [€CTO | vIPST | T'L6CL | CTILTE €8'L86 €609 0¥9T ¥00C
6'L091 SILST 8ILL'O | T8CTO | ¥IBTT | 9°SPLY | 09S6C | VOSII T'S6SS §96¢C €00¢
148! €9SL°0 | LEVTO | S9861 | 1°00¥9 | S9T9T | ¢€¢€SII 89YCS 8I01¢ 7007
6'6S8 €ESL'0 | L9YTO | 990LT | €88SS | ¥S9TC 8156 S9e9v 81081 100T
9T°0LL 6CSL0 [LYT0 | SLYST | 8°6L0S | SSSOT §'998 eelrey weol 000¢
80T €0rL’0 | L6STO | TPOEL | 61687 | PE8S8I 8'9¢L ['SSIy 6L9%1 6661
6°LT9 YSL0 90 9STyl | 6159 | 80681 69°569 7'956¢ [4594! 8661
9LSL0 | YTVTO | SS6TL | TPy | COILL | 6L'POL Vivbe 099¢1 L661
(oD (6) (8) () ©) © ¥) (©) @ (m
(0 woryrw) | (3 woriun) | (DF+TH) | (DF+T4) |ZS —T1d|ZS+ D |Dd +Td| (B | (P{uor[iw) | (L} uorfru)
00T L661 |/ (zs-19)|/ (zS+DA) UOI[[IW) | SOMUDADI | SONUDADI
wstorrered | wsrorered wns syueid| o[qesodsip | ojqesodsip
7S 7S ¥oo[g ZS | JuowuIoA03 | JUSWUIA0S
[8307T — DF [[eNU]) —TH

Source: Authors’ calculations.

70



As is the case with the existing system, the cost coefficient and the total fund sum
for block grants are determined in this context. The relation of cost coefficients — not
their absolute values — should be fixed and the block grants funds should underlie
the parallelism. Then the amount of block grants for a municipality is determined by
its own indicator structure, the total block grant funds, the need indicators of other
municipalities, the sum of all fiscal indicators and its own fiscal capacity indicator.
The cost coefficients vary, but the relation between them remains unchanged. Factor
0.9 is given. Therefore, all municipalities in financial need get the same percentage
of normative budget deficit equalized.

4. Consequences for Fiscal Equalization in Estonia

There are several principal implications of the parallelism as a measure to strengthen
the fiscal autonomy of municipalities. The parallelism is based on the idea that the
assignment of tasks between central government and municipalities should be stable
or is expected to be stable. Estonia has to overcome difficulties as the public sector
is still in a transformation process. The wish to provide the municipalities with a
high autonomy degree conflicts with the practical experience in the country where
politicians like to lead and manage its economy and public sector in terms of ad hoc
intervention. Therefore, some changes in task performance of municipalities are
caused by the fiscal interference of the central government. This would be reduced if
a certain level of stable parallelism constant exists. One also has to admit that a
small country has to cope more often with political, economic and social crises,
epidemics, etc. and reactions to them that cannot be much controlled because the
causes of such developments are originated abroad.

Moreover, there are political, economic and public management goal conflicts
among the central government and the municipalities. A mechanism must be
formulated for checking and changing the parallelism. A solution might concern a
corridor of change by stipulating the upper and lower levels in the constitution. A
negotiation procedure might be installed that leads to a Nash solution in a
commission where Estonian municipalities have half of the seats and a voting power
which equals that of the central government. The commission has to find a solution
within a specified time scope. A referee solution should be foreseen if the
commission does not come to terms. For constitutionally fixed (rather rare) cases an
emergency procedure may be installed. If such institutional solutions are not
available, a parallelism constant might be found for a year where the fiscal stress for
central government and municipalities was relatively low. In other words, for that
year the own revenues for central government and for municipalities should be
determined as the so-called benchmarks.

A further problem implies surrounding the ways to fix the specified grants. They
should follow the connexity principle and assist the municipalities with respect to
investment and municipality tasks which should have the priorities for the entire
public sector. However, they should not sweep out the block grants and by this way
skip the parallelism. In addition total minimum amounts of block grants should be
fixed. A similar institutional arrangement as stated above might be helpful also in
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this case. In this way public tasks for which the central government and Estonian
municipalities have to perform together can be considered, which include, for
example, regional planning, large infrastructure provision etc.

Furthermore, the conditional grants for tasks related to the connexity principle or the
assistance of municipalities to perform nationwide important tasks should be fixed at
a minimum referring to a base year. It could be a special percentage of all grants of
that base year. This amount may grow according to the growth rate of the central
government budget. The equalization funds should be determined according to the
condition shown in equation (4) after fixing the own revenues and the block grants
in a base year. A certain level of parallelism constant can also be introduced in a
more normative way as choosing normative own revenues and block grants to get a
more favourable solution for the municipalities. Through the implementation of the
parallelism those municipalities which are suffering from serious fiscal stress —
especially those located in eastern and southern Estonia — would experience
significant gains, when the economic situation improves.
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LIQUIDITY PROBLEMS AND POLICY IMPLICATIONS DURING THE
RECENT FINANCIAL CRISIS IN THE BALTIC-SCANDINAVIAN REGION:
EX ANTE EMPIRICAL STUDY
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Abstract

This article provides an empirical examination of the development and determinants
of the liquidity position in the financial sector during the past financial crises in the
Baltic-Scandinavian region. We look at fiscal and monetary policy implications of
the liquidity problems arising in the crisis, using panel data from Datastream and
IFS data collection. The results are consistent with the theoretical predictions for a
small open economy with the expected sign of changes and developments in
common economic indicators. The main finding is that the changes (and the speed of
changes) of interest rates, GDP and money supply have occurred relatively fast,
meaning that the rising area of the LM-curve has been shorter than theory would
predict. Market reactions took place quickly and relatively simultaneously — there
was no time for the slow restructuring, thus liquidity needs were higher than
generally. The impact of crises on the liquidity position of the financial sector is also
studied.

Keywords: financial crisis, policy implications, interest rates, liquidity position,
stock regulating process, capital flows

JEL Classification: GO1, G21
1. Introduction and the theoretical background

The purpose of this study is to explain how the situation of capital market and the
relative structure of financial companies’ assets (money supply) are related to the
changes in main economic indicators. The study concentrates on the last financial
crisis and the preceding period with data used from 1994 to 2009.

The research is related to the theoretical examination of ISLM model on specified
areas' of the LM-curve, sequence of changes and lengths of phases of the curve. All
that has an impact on rational decisions of capital market transactions, resulting in

! LM-curve is probably steady and rising but it is efficient to treat three areas separately. Under
the conditions of deep depression, economy can fall into liquidity trap - it is Keynes’s area and
the curve is quite horizontal. In the case of fast expansion and high interest rates, all money
will be used for business transactions and LM-curve will become quite vertical - this is called
classical area. The most important is a rising LM-curve when money is used for business
transactions and money is also on speculative accounts (Gordon 1994).
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the money market moving to the next theoretical equilibrium point. The theoretical
sources of the hypothesis are supported by the Law of Say” and the Law of Verdon®.

One year after publishing the theory of Keynes, John Hicks wrote an article Mr:
Keynes and Classics: Suggested Interpretation* in which he presented a simplified
conclusion of Keynes’s work. After elaboration by Alvin Hansen® and other authors,
it became the model of Hicks (ISLM model), which in 1950 won popularity as
“Keynesian” economic-theory. Like any other model it is also a simplified version of
describing processes in real economy. A reason why this model is still used
nowadays is because it is simple (Brown 1997). The main advantage may also lie in
the fact that the model includes one of the basic corner-stones of economy, such as
money (in this case money as a stock variable, not income as a flow variable), which
can be determined when referring to the time of research.

Also the term called stock regulating process® is related with the theory of Keynes
and the Law of Say, explaining how market economy can head lower than full
employment equilibrium despite the fact that all production will be bought (Brown
1997). For developing the stock regulating process, savings and investments should
be used, which by nature are also stocks and can be taken as stock variables.

For the management of stock it is important to consider the components of the
economic indicators method worked out by Wisley Mitchell and Arthur Burns.
According to the method, the US Department of Commerce has come up with a

% According to the neo-classical school of thought, market mechanism is strong enough to
overcome the external instabilities and take economy to the state of overall balance. This is a
situation where demand equals supply and there is no incentive for a change. For such an
opinion to be reasonable, neo-classical economic scientists had to assume that there are enough
alternatives in the economy. The centre of neo-classical economic science was law of Say,
according to which “supply creates itself demand”. In certain markets there may be short-term
problems but when prices are flexible enough, the prices of oversupplied products should fall
and prices of products with over demand should rise. The essence of the Law of Say is that
market economy cannot fall into extensive depression and that because supply creates demand
and generally there is no saturation.

? Profitability often rises in booming periods. Since the economy is growing, enterprises are
increasing their capacities, buying new capital and training new employees - all this increases
profitability. Positive relationship between economic boom and profitability is known as the
Law of Verdon (Brown 1997: 27)

* John Hicks, Mr. Keynes and the Classics: Suggested Interpretation, Econometria, 5 (April
1997), pp. 147-159.

> A Guide to Keynes. New York: McGraw-Hill, 1953.

® Stock regulating process takes place in the following manner. When companies are producing
more than they sell, then stock will accumulate. When stock increases over the wanted level
and there is no place where to realize it then an enterprise will stop activities in that direction
and will fire employees related to that action (inputs). In the following period, an enterprise can
realize at the expense of previously accumulated stock more than it produces in that period. If
this process continues, inputs should be increased for the next period to increase production.
There is an equilibrium when entrepreneurs realize just as much as they produce and the stock
remains relatively the same.
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selection of 12 leading economic indicators’ and most of them are stock variables or
indicators describing stock changes. But the standard for measuring the stock level
is still money. The aspect of the importance of money has been emphasized by
Brunner and Meltzer (1993).

Under the conditions of depression, economy can fall into liquidity trap which is the
Keynes’s area of the LM-curve when the curve is quite horizontal. The opposite of
the situation is the vertical area of the LM-curve, which occurs in booming economy
when all money is used for business transactions. In-between there should be a more
realistic area of the LM-curve when the curve is rising, meaning that money is
divided between bank accounts and business transactions. Theoretically, shifts from
the vertical area to the horizontal area should take some time but empirical data
shows that time for shifts can be significantly shorter during crisis.

The theoretical models illustrate how important it is to manage stocks in economy
and how money is a standard for measuring the stocks with its characteristics like
interest rates® and volume. Currently we still cannot say that the financial and
economic crisis that has spread all over the world has ended. Thus, this paper acts as
an ex ante study of the consequences of financial crisis for the money market, more
precisely arising liquidity issues and policy implications of problems faced in the
crisis.

We approach the problem from a LM-curve based theoretical background and take
an indirect approach by studying economic indicators to see the shift between the
booming area in the LM-curve and the crisis area. We study how the level of
overnight interest rates has fluctuated in the viewed Baltic countries (Estonia, Latvia
and Lithuania) as well as in the Scandinavian countries (Finland, Sweden and
Denmark). In the LM-curve framework, interest rates are more easily observable
than the demand and supply quantities at different interest rate levels. Thus, data
availability problems dictate our indirect approach by looking at different relevant
economic indicators and drawing mostly qualitatively explained conclusions from
the time series and cross sectional differences of the economic indicators within the
used sample.

The sample has been chosen since it enables to take a simultaneous look at three
small open economies (namely the Baltic States) and see whether and how much can

" Those 12 leading indicators are as follows: (1) average hours of work week in processing
industry; (2) new requirements from employees for securing employment; (3) new orders for
consumer goods at constant prices; (4) sales intensity; (5) starting a new business (net); (6)
contracts and orders for factory equipment at constant prices; (7) new private property floor
unit index; (8) stock of goods net change at constant prices; (9) change in price vulnerability;
(10) Standard & Poors’s stock price index for stocks price level of 500 companies; (11) M2
money supply; (12) amount of unpaid bills in business activity and change in consumption
credit (Brown 1997).

8 Actually there are many interest rates in economic theory: interests on state securities,
corporate securities, fixed date deposits, claimed deposits, etc. There is also a difference
between nominal and real interest rates. Interest rates can vary in terms of different dates.
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the policy makers of those countries can influence the situation from a providing and
improving the overall liquidity point of view. At the same time the Baltic States are
greatly influenced by the European Union countries as data shows (see e.g. Table 1
and Table 2) especially by the neighboring Scandinavian countries. In the
framework of liquidity and money market, the influence is evident due to a fact that
most of the major banks in the Baltic States are owned by Scandinavian origin
financial institutions.

Although our focus is on money market, we cannot neglect the importance of other
economic indicators. From the policy makers’ perspective, we have to look at the as
complete economic picture as possible. Money market as a fundamental part of the
capital market is influential in the investment decision process and is one of the main
indicators of the discount rate. The most used value base in the management models
in the investment decision process is NPV (Net Present Value), PI (Profitability
Index), EP (Economic Profit), EVA™ (Economic Value Added) etc. These models
are related on the basis of discounted future cash flows and this means that the value
depends directly on the discount rate. Accordingly there is a fundamental influence
on investment decisions and the assets structure of the companies.

Data used in the empirical analysis comes from two main sources which are
Datastream and International Monetary Fund IFS data collection. We use the latest
available data. In the case of seasonally unadjusted data, we use seasonal adjustment
techniques. For better comparability, we use the average exchange rates in situations
where comparing the magnitude of the series across countries is necessary. Data
about interest rates comes from Datastream as well as most economic indicators.
Data about reserves, foreign trade and investments, as well as data concerning the
asset and liabilities structure of financial institutions comes from IFS databank. By
assets we mean financial assets in classical terms. Depository institutions are used
because commercial banks are the most important participants in money and capital
markets in the Baltic States and the influence of other players in this field is still
small (Kein 1999).

2. Anatomy of financial crises

When studying the history of financial crises, there are typical characteristics present
in the economy that precede the crisis and how economy tends to move out of the
crisis. The current section gives a short overview of the anatomy of financial crises
mostly based on the study of Reinhart and Rogoff (2009). Financial and economic
crises tend to be preceded by fast economic expansion with increasing consumption
and booming prices in different real and financial sectors. GDP reaches its largest
decline one year after the start of the crisis. Unemployment is regarded as a lagging
indicator and starts to decrease during the first or second year of the crisis, not
before. There is not a clear trend concerning inflation but depending on the specific
broader economic conditions, inflation can still be high during the start of the crisis
and start declining thereafter as economic expansion turns into recession. Reinhart
and Rogoff (2009) show that there is a very high co-movement in the share of
countries having high inflation and defaulting on their sovereign debt. In current
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crisis it does not concern the viewed Baltic States but otherwise both external and
internal debt problems are common causes of the crisis. Kaminsky and Reinhart
(1999) show that usually inflation during domestic debt crisis is clearly higher
compared to external debt crisis. As currently rising levels of domestic debt were the
drivers of pre-crisis economic growth in the Baltic States, relatively high level of
inflation was more expected than it would have been in external (government) debt
problems.

Experience from the past crises (Reinhart and Rogoff 2009) show that countries
experiencing sudden large capital inflows are at high risk of experiencing a debt
crisis. This can lead to over borrowing in good times, leaving countries vulnerable
during the inevitable downturns. Banking crises lead to sharp declines in tax
revenues. Other factors leading to higher deficits can include the operation of
automatic fiscal stabilizers, countercyclical fiscal policy and higher interest
payments due to elevated risk premiums and rating downgrades. Government debt
rises by 86 percent during the three years following a banking crisis. Those indirect
costs are usually larger than the usual bank bailout costs.

There is a high probability of current account balance being negative before the
crises as higher consumption and import tend to overpass export. Either by
devaluation of local currency or restructuring economy and production, exporting
goods starts to pick up during crisis. Thus, weakening currency or devaluation
necessity (in case of pegged currencies) are very common artifacts of economic and
financial crises.

There are a number of common policy implications that help to avoid the worst
outcomes during crisis. Namely, having a complete picture of government
indebtedness is critical. Debt sustainability must be based on plausible scenarios for
economic performance and is a must factor in the possibility of sudden stops in
capital flows. The inflationary risks to monetary policy frameworks seem to be
linked in important ways to the levels of domestic debt. Many governments have a
temptation to inflate away domestic debt. Using stimulus packages has become
widely spread during current crisis but such packages have not been widely used
(with some exceptions) during past crises which makes the success and efficiency of
such stimulus harder to predict. The following empirical sections try to shed light on
the current crisis in the Baltic and Scandinavian countries.

3. Empirical study of the crisis
3.1. Interest rates

When studying the interest rate co-movement of Baltic and Scandinavian countries,
we can see that interest rates of Denmark, Sweden and Finland coincide greatly with
Euro interest rates. Although Denmark and Sweden have not adopted Euro, their
central banks have lowered the rates in quite a similar manner as the European
Central Bank as can be seen from the overnight interest rate (see Appendix A) which
follows closely the base rate of the country.
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Interest rates of the Baltic States have behaved slightly differently during the crisis.
During the period of 2000 to 2007 we can see more volatility especially in Latvian
and Lithuanian rates. There has been a remarkable decrease in overnight rates after
the end of 1997-1999 crises. As currencies of all Baltic States are principally pegged
to euro, central banks of the countries do not have means to directly influence the
rate by money supply. Basically policy makers cannot influence liquidity on that
level. Still, implications of recent model of Brunnermeier and Pedersen (2009)
suggest that central banks can help to mitigate market liquidity problems by easing
funding or margin requirements. Even public statements that extra funding will be
provided during liquidity dry-ups could help.

The dramatic increase (and also decoupling from Euro rates) of the overnight and
also longer term interest rates in the Baltics clearly illustrates the situation where
central banks are unable to provide expansive measures, local markets are more
influenced by outflow of foreign investments, which has happened after the
beginning of 2007. The speed in the change of interest rates has been dramatic. For
example it took 20 days in September 1999 for Lativain overnight rate to rise from
3.5% to over 8% and less than 10 days in March 2007 to rise from around 2% to 8%.
Such quick changes do not allow the economy to adjust to the changes in interest
rates and shrinking money supply.

Appendix B illustrates the situation further. When Scandinavian countries as well as
Euro area, on average, have been able to continue to hold more or less stable
positive trend in money supply even after GDP levels have started to deteriorate, the
same has not happened in the Baltics. Especially Latvia and Lithuania have faced
even more abrupt decline in money supply than the dramatic fall in GDP figures. At
least till the second half of 2009, Estonia has done a little better.

A classical policy makers approach is to start cutting interest rates in the case of
economic downturn to stimulate economy. Another negative consequence is the loss
of confidence in the financial system during the crisis’. Currently, cutting interest
rates is exactly what has happened in the Euro area as well as in Sweden and
Denmark, starting from 2008. Interest rates have dropped significantly moving in
the same direction as the falling GDP, which we use as a primary proxy for assessing
the state of the economy. The same has not been possible in Estonia, Latvia and
Lithuania. Interest rates have moved in the opposite direction and thus it should not
be too surprising that in addition to the shrinking economy, decreased money supply
and increased interest rates have worsened the situation even further.

Although interest rates have been directly uncontrollable by policy makers in the
Baltics, the high level of interest rates has partly been also caused by the lack of
confidence of market participants in the perseverance of currency pegs and the
banking system. It could be argued that injecting confidence in the market

? See Allen and Gale (1998) for more detail who study the optimality of choice regulators and
central banks have to make when dealing with the risks associated with crises to avoid bank-
runs.
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participants as well as preserving a sound economic climate (we mean conditions
under which the central government is able to control the level of external public
debt and its expenditures) could help to smooth the magnitude of negative
speculations towards currencies. On the other hand, although stimulus packages
have not been too widely used during the past crises in the world (Reinhart and
Rogoff, 2009) (with the not too successful exception of Japan), decreased
government expenditures and the lack of external financing options will be
decreasing money supply. Thus, policy makers in pegged currency systems can have
expansive means on the capital markets basically only when borrowing and
spending has been conservative during good times, so that external financing and
assurance of stability remain possible during the crisis when the confidence of
financial markets has eroded. In crisis the outflow of funds occurs not only from
small emerging economies but also from most other countries.

We also look at spreads between short-term (overnight as well as 6-month) interest
rates and long-term interest rates (we use 10-year government bonds for that).
Tightening of spreads during the crisis epicenter can be regarded as an expected
result as short-term interest rates rise higher than long term government bond yields
in all countries in the study. Thus changes in long-term interest rates are slightly
smoother than in overnight rates. But compared to 10-year rates, short-term interest
rates have a clearly stronger impact on current liquidity positions.

3.2. Inflation and real interest rates

By the inflationary levels, Estonia and Lithuania have been in a better position than
Latvia. Latvia hadn't seen lower than 5% inflation (we look at CPI) since the
beginning of 2004 until the above 10% levels of 2007 and 2008 dropped below 5%
in the second quarter of 2009 and have been decreasing since. Inflation rises also
above 10% level also in Estonia and Lithuania in 2008. Before that it stayed around
5% level and was increasing since 2007. Pre-crisis years clearly indicate that the
Baltics were facing a very high inflationary environment which in turns encouraged
to invest (and seemingly for households also to further spend) as much as possible
and real interest rates were negative due to the high inflation. In the light of
providing liquidity, pre-crisis years attracted foreign inflows of money. When
soaring interest rates and inflationary environment turned into deflationary, it
discouraged investments as real interest rates were also expected to rise in the light
of diminishing inflation (by the third quarter of 2009, only Estonia had shown
negative CPI). Such an effect caused a situation where holding money on deposits
with minimum risk was rewarded by high real interest rates and investing funds was
discouraged by higher risk of investments in a shrinking economy. This caused a
situation where more funds were waiting on the sidelines (read: were lying on
deposit accounts) than invested into the economy facing outflow of foreign funds at
the same time.
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3.3. Economic growth

We look at GDP as the main indicator of economic health. To make the figures
comparable, we calculate GDP for all countries in euro and adjust the time series for
seasonality. As Swedish kronor has been the single most volatile currency against
euro that has weakened nearly 20% against euro since the first half of 2008, it puts
Swedish economic performance in a darker light than it would be measured in local
currency.

Table 1. Correlation between changes in country GDP in EUR from 2000-2009

Denmark  Estonia  Euro Area  Finland Latvia Lithuania

Denmark 1.000

Estonia 0.880 1.000

Euro Area 0.821 0.835 1.000

Finland 0.891 0.896 0.911 1.000

Latvia 0.848 0.810 0.906 0.867 1.000
Lithuania 0.763 0.859 0.822 0.855 0.850  1.000
Sweden 0.804 0.794 0.666 0.838 0.707  0.746

In Table 1 we present the correlation between the GDP (measured in EUR) growth
rates of the studied countries since 2000. Viewing longer periods would make the
correlation between the Baltic States higher and using local currencies would
increase the correlation between Sweden and the rest of the sample. We would
assume significant influence by the Scandinavian countries on the Baltic States, as
much of the financial sector in the Baltics is under control or direct influence of
Scandinavian origin banks.

Indeed, correlation of GDP growth rates is quite significant in all cases. Finland has
nearly 0.9 correlation with all Baltic countries, the highest figure with Estonia that
is, considering geographical proximity, an expected result. Sweden again has higher
correlation with its neighboring countries and slightly lower correlation with Latvia
and Lithuania. Although we cannot show causality in those relationships, all
countries do seem to have a higher correlation within the Baltic Sea region than with
the average Euro area.

When studying the starting points of the economic downturn in the area, we look at
time series of GDP in both Euro and local currency. Although Sweden showed quite
a stable GDP growth in the fourth quarter of 2007 in local currency, weakening of
the kronor decreased the growth to only 0.5% when all other countries (with a minor
exception of slowing Denmark) were still near their previous period strong growth
phases (especially Latvia and Lithuania). Already the next quarter meant a surprising
turn into negative territory for Estonia and Denmark, Latvia followed a quarter later
and all other countries in the fourth quarter of 2008. This effectively turned all hopes
of soft landing for economy into an ineluctable global crisis that had already
suffered significant setbacks earlier in autumn 2008 with the plummeting financial
markets and unseen surge of volatility after Lehman Brothers was forced to declare
bankruptcy.
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As Sweden is the largest economy in the viewed sample, one might expect greater
influence from there on the smaller neighboring countries. We can qualitatively
argue that the influence of the Swedish financial sector worries was the most evident
in Estonia and Latvia. Although Swedish GDP growth stayed quite stable till the
fourth quarter of 2008 when looking at the figures in kronor, it was along with
Estonia the leading country with slowing and turning negative when considering the
framework of EU and looking at GDP figures in euro. We can also see (see
Appendix A) that the stock market (which is considered one of the main leading
indicators) started to fall first in Estonia and Sweden.

Correlations within countries (see Table 2) between money supply (either M2 or
M3) and GDP are strong ranging between 0.82 for Latvia (0.84 for Finland) and
0.93 for Estonia (0.91 for Sweden). The correlation between money supply and
interest rates has an expected negative sign (except for Latvia — data problems
connected with the availability of money supply data) and falls in the range from -
0.22 t0 -0.52.

3.4. Reserves, investment position and foreign trade

The current crisis situation is well reflected also in the international reserves which
reflect the monetary policy of central banks. For example the reserves of Denmark
more than doubled in less than 6 months starting from Q3 2008 and jumped by 40%
in June 2009 for Sweden. The changes have not been so drastic in Finland and in the
Baltics with pegged currencies and limited ability to enforce monetary policy, but
growing reserves are evident for the whole sample. When comparing international
reserves to total depository financial institution assets, the changes in reserves are
not as abrupt but can still indicate that piling up the reserves had negative effects on
liquidity (and money supply) in economy. In Q2 2009 the reserves amount to
approximately 6%, 4% and 2% of depository assets in Denmark, Sweden and
Finland respectively, but 12%, 9% and 15% in Estonia, Latvia and Lithuania which
have to hold larger reserves due to pegged currencies. Maintaining the reserve level
turned out to be a challenge for Latvia due to outflow of foreign funds (Transition
Report 2009).

Studying the investment position of the countries shows clearly that in all cases
investments start to be pulled out from foreign countries (see Appendix C). This is
similar for both direct and portfolio investments when domestic interest rates soar
and money supply starts to decline along with the shrinking economy. Scandinavian
countries have a larger amount of foreign portfolio investments which should be a
clear indicator of more developed financial markets. Baltic countries tend to have
less portfolio investments and are dominated by a very large share of direct
investments.

When comparing Estonia, Latvia and Lithuania amongst each other, we can see that
although Estonian economy is the smallest of those in absolute numbers, it has
attracted both the highest number of direct and portfolio investments. In case of
economic downturn, those investments start to seek the way out. In case of
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disappearing liquidity, this is not an easy task and starts to greatly affect domestic
economy'’. Estonia is the most affected country by the outflow of investments as its
dependence on it is the greatest (highest share of foreign investments per GDP in

local economy).
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Figure 1. Boosting of international reserves during crisis. Left vertical axis presents
the figures in billion SDR for Scandinavian countries and right vertical axis in
billion SDR for Baltic countries.

We can see a clear correlation between fallen stock market prices and decreased
value and outflow of foreign portfolio investments. In the sample, it is largest for
Finland and Estonia. Unfortunately we do not have data available for Sweden. For
Euro area and Scandinavian countries the drop in foreign portfolio investments has
been larger than for direct investments. At the same time they have also pulled out
(or lost value) their own portfolio investments abroad. As the Baltic States are
greatly influenced by those countries, plummeting stock indexes and almost ceased
lending activity of foreign owned banks should not be a big surprise in retrospect.

Currently we can only qualitatively argue that the drop in direct foreign investments
in Baltic economies can have a longer term negative effect. Generally portfolio
investments are more mobile, meaning that they can move in and out of the
economy faster than direct investments. The latest available data shows some
promising signs for the Baltics as both Estonia and Latvia seem to show the first
signs of stabilizing foreign direct investment level in the economy. Due to a high
correlation between the Baltic countries, Lithuania can be expected to follow their

12 See Masso, Varblane, Vahter (2008) and Vahter and Masso (2005) for more detailed study of
spillover effects of inward and outward FDI.
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lead. The amount of investments abroad is not very high for any of the Baltic
countries which can be one of the reasons why foreign investments abroad have not
lost relatively as much as Scandinavian countries. On the other hand, Scandinavian
countries have been donors for inflow of investments into Baltic States and the
fallen Baltic economies have negatively affected their investment values and
decisions. Considering the size and correlation of the viewed Scandinavian
economies, the drops in foreign investments are probably affected by pulling out
portfolio investments from each other's economies and Baltic economies are
negatively affected from the outflow of funds initiated by the Scandinavian side.

The inflow of funds to all Baltic States had more than tripled from 2004 till the end
of 2007. As presented in the anatomy of crisis section of the paper, such a sudden
large inflow of funds can lead to borrowing more than necessary, high inflation and
thus can often cause trouble later when the inflow stops or reverses. This is one area
where policy makers could theoretically have regulative means to discourage
domestic borrowing from a certain level by higher capital requirements. As inflow
of foreign investments during good times helps to boost the economy, motivation for
policy makers to discourage such inflow is extremely low, resulting in a higher
volatility in economy.

As expected, we can see an increasing current account deficit in all the Baltic States
during times of booming economy (see Appendix D). At the same time capital
account stayed positive. Thus Baltic States have followed a more classical and
expected road to crisis than Scandinavian countries, where the changes in current or
capital account have not been too noticeable. Both export and import have moved in
sync with the GDP and faced significant drops in 2008. A clearly larger drop in
imports compared to exports in the Baltics has been very harsh but had some
sobering effects on the economies that had obtained their previous growth from
consumer expenditure. The positive side of such a drop in imports is that trade
balance starts to turn positive, which is necessary to restart the economy, as past
crises have shown.

3.5. Government and household expenditure and investments

We look at growth in gross fixed capital formation (GFCF), household and
government expenditure compared to GDP growth, which show a high correlation
with each other''. GFCF both increases and decreases with a larger magnitude than
GDP. As could be expected, government expenditure is more rigid and does not
adjust to GDP decline as easily as for GDP growth. Government expenditure is one
of the few main economic levers that can be directly affected by policy makers'
decisions. One of the main problems that should have been an early warning sign for
the Baltic States is that starting from 2005 and 2006, household expenditure started
to increase much more quickly than GDP. For previous periods as well as
Scandinavian countries throughout the viewed period, such a problem didn't exist.

" Data and figures are available upon request.
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High domestic household expenditure growth in the Baltics was also one of the main
sources of inflation during the pre crisis period.

3.6. Depository institutions’ balance sheet structure

We look at how the structure of depository institutions asset and liabilities structure
has changed during the period of analysis. Well functioning financial institutions
during crises is one of the most critical aspects for providing liquidity during the
crisis, as disruptions in the banking system can have a harsh effect on the aggregate
economic activity (see e.g. Bernanke 1983). As expected, Figure 2 shows an overall
growth in the assets of banks till the second half of 2008 until which the negative
effects did not reach the balance sheets of the banking system. After that point the
Baltic States and Sweden (which has the most exposed risks towards the Baltics)
have faced a slight drop in the assets which is at least partly explained by loan
losses.

The trend in bank asset structure in the Baltics (see Appendix F), especially in
Latvia and Lithuania is that claims on foreigners are decreasing and domestic
exposure is rapidly growing. In that sense Denmark and Finland (see Appendix E)
have been at quite a stable level but foreign exposure of Swedish banks has been
clearly growing since 2004. At least part of that foreign exposure growth can be
explained by financing Swedish owned banks in the Baltic States. Claims on the
central government have become less and less important in time.

The liabilities side of the bank balance sheets clearly reflects the Baltic States
reliance on inflow of foreign funds. Around 40% of liabilities in Estonia and
Lithuania and 50% in Latvia are to nonresidents which are in majority loans from
parent companies to local banks. In case of economic trouble, such funds can start
fleeing the country making the liquidity position even harder which has been
especially true for Latvia (see also Transition Report, 2009). Although the liabilities
structure does not show a very clear decrease in liabilities to nonresidents during the
crisis, we can still observe a slightly shrinking share of foreign money, on top of that
assets and liabilities have started to decrease in general. That is empirical evidence
that foreign money is flowing out more quickly than the decrease in assets.

A large share of liabilities to foreigners distorts the overall liquidity picture in the
Baltics. Leaving the foreign liabilities aside, we can see a slight piling up of liquid
assets on deposits searching refuge from real economy and securities investments
which have been losing value since the beginning of the crisis. Such an effect is the
most evident for Sweden, Finland and Estonia and also supports the picture
presented about international reserves.

A large share of liabilities to foreigners distorts the overall liquidity picture in the
Baltics. Leaving the foreign liabilities aside, we can see a slight piling up of liquid
assets on deposits searching refuge from real economy and securities investments
which have been losing value since the beginning of the crisis. Such an effect is the
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most evident for Sweden, Finland and Estonia and also supports the picture
presented about international reserves.
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Figure 2. Assets of depository financial institutions. Left vertical axis presents the
figures in billions EUR for Scandinavian countries and right vertical axis in billion
EUR for Baltic countries.

Another interesting aspect is the liabilities to central government. That does not play
an important role in Estonia but has clearly increased in the other Baltic States and
Denmark. This would be one place where government aid packaged to banks would
be reflected. It is slightly surprising not to see any noticeable changes here for
Sweden in the used data.

4. Conclusions

Empirical data shows that changes in interest rates, GDP and money supply occurred
relatively fast and simultaneously, so that it did not give economies much time to
adjust. That caused a situation where interest rates in more fragile Baltic economies
decoupled from Euro and Scandinavian area and soared to almost previous crisis'
heights. This clearly illustrates the situation where central banks of open small
economies are unable to provide expansive measures and local markets are more
influenced by outflow of foreign investments which started happening after the
beginning of 2007.

The correlation of GDP growth rates is quite significant in all cases which is
positively connected with geographic proximity. All countries do seem to have
higher correlation with the Baltic Sea region than with the average Euro area. Thus,
the financial sector worries especially in Sweden, Estonia and Latvia closely
influenced each other as Sweden and Estonia were the leading countries with

86



slowing and negative economic growth. High correlation of GDP and money supply
meant that along with soaring interest rates, liquidity on the markets shrank
significantly. After the inflow of investments to all Baltic States had more than
tripled from 2004 till the end of 2007, the outflow of funds initiated by the
Scandinavian side (seen from the data about investment position and consolidated
balance sheets of depository institutions) and piling up of international reserves
worsened the situation even further in the Baltics.

Experience from previous crises suggests that having a complete picture of
government indebtedness is critical and inflating away domestic debt might not be a
good idea. In the Baltic States central banks of the countries do not have clear
monetary policy means to influence the money supply by interest rates but even
public statements of providing extra funding when necessary could help to inject
confidence in the financial markets during liquidity crises but only if necessary
buffers exist. Buffers could be achieved by government controlling the level of
external public debt and its expenditure also during good times. Policy makers in
pegged currency systems such as the Baltic States can positively affect liquidity
position basically only when borrowing and spending has been conservative enough
during growing economy. That could improve the chances for external financing
during crisis. Operating in a small and open economy can make policy makers’ use
of levers less effective due to high dependence on and correlation with larger
neighboring economies.

As the economies of the studied region are still under stressed conditions, the current
study reflects only an ex ante view, which could be complemented by a more
thorough ex-post study that could take into consideration the whole economic cycle.
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Table 2. Correlation matrix of Euro zone, Estonian, Latvian, Lithuanian,

Finnish, Swedish and Danish GDP, money supply (M2 or M3) and average

overnight interest rates (i) for the period Q1 1995 to Q3 2009
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Appendix A. Interest rates, GDP, stock market and local currency. Bottom pane
of the charts presents figures for the Baltic States and upper pane for the
Scandinavian coutries for overnight interest rates, GDP and stock market. GDP is
presented in quarterly constant prices in million EUR. Latvian currency is presented
in 10xLAT per EUR.
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Appendix B. Changes in interest rates, GDP and money supply before and
during crisis. Left vertical axis presents the changes in money supply and GDP.
Money supply and GDP are indexed to their initial value at the starting point of the
data. Right vertical axis presents the changes in overnight interest rates. Data covers
the period from Q1 1995 to Q3 2009.
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Appendix C. Direct and portfolio investments in economy and abroad. Data is
presented in million USD from Q1 1996 to Q2 2009.
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Appendix D. Exports, imports, current account and capital account.
Data is presented in million USD from Q1 1994 to Q2 2009.
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Appendix E. Asset and liability structure of depository financial institutions in
Denmark, Finland and Sweden. Left pane presents the asset structure in the
following order: claims on other sectors, claims on central government, claims on
nonresidents. Right pane presents the liability structure in the following order: shares
and other equity, other shares excl. from broad money, liabilities to central
government, liabilities to nonresidents, M2 deposits, M1 deposits.
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Appendix F. Asset and liability structure of depository financial institutions in
Estonia, Latvia and Lithuania. Left pane presents the asset structure in the
following order: claims on other sectors, claims on central government, claims on
nonresidents. Right pane presents the liability structure in the following order: shares
and other equity, other shares excl. from broad money, liabilities to central
government, liabilities to nonresidents, M2 deposits, M1 deposits.
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Abstract

The paper seeks to analyse family businesses in rural areas, family business
strategies and re-registration of sole proprietors with the Centre of Registers and
Information Systems (hereinafter Commercial Register) in 2009, and to provide an
overview of entrepreneurship policies targeted at Estonian rural businesses. Layoffs
have increased the number of unemployed; some of those who have lost
employment opt for social assistance benefits, but some others decide to become
entrepreneurs. Many enterprising people in Estonia have set up a family enterprise,
mainly in the sphere of services, agriculture and tourism. The Estonian
entrepreneurship policy supports enterprising people and approves of
entrepreneurship as a promoter of national economic development. One of the most
positive qualities of family enterprises is their short decision-making chain, which
ensures rapid implementation of the strategy.
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entrepreneurship policy
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Introduction

The paper seeks to analyse family businesses in rural areas, family business
strategies and re-registration of sole proprietors with the Centre of Registers and
Information Systems (hereinafter Commercial Register) in 2009, and to provide an
overview of entrepreneurship policies targeted at Estonian rural businesses. Layoffs
have increased the number of unemployed; some of those who have lost
employment opt for social assistance benefits, but some others decide to become
entrepreneurs. Many enterprising people in Estonia have set up a family enterprise,
mainly in the sphere of services, agriculture and tourism. The Estonian
entrepreneurship policy until 2013 supports enterprising people and approves of
entrepreneurship as a promoter of national economic development.

Family enterprises are characterised by that the family business is the main source of
income for the family members. One of the most positive qualities of family
enterprises is their short decision-making chain, which secures rapid implementation
of the strategy. Factors influencing the activity and success of family enterprises are
their mutual relationships and a detailed and well-considered strategy. A family
business strategy is focused on activity and attends to what and when to do, and in
which way specific activities should be carried out. A family business strategy setup
must be planned in detail; all stages must have a specific content and have to be
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carried out consistently. The planning process of a family business strategy never
ends, the strategy must be consistently adjusted to changes (in the environment,
competition etc). Family undertakings are convinced that with a strong family and
proper management strategy they can ensure achievement of the objectives and earn
profit.

Family entrepreneurship in Estonia is advanced in rural areas; family
entrepreneurship has a substantial role in the economy. The author has conducted
surveys of sole proprietors; entrepreneurs who have converted entrepreneurship
form or quit entrepreneurship; rural undertakings; local governments; beef cattle and
horse breeding family undertakings. The author has published many articles on the
basis of the research findings with the wish to contribute to implementing Estonian
entrepreneurship policies and cooperation between family enterprises. The author
has underlined the importance of family enterprises in the Estonian entrepreneurship
policy, especially in rural areas, identified bottlenecks of family enterprises, their
main problems and suggested ways to solve these problems.

This paper provides a survey of the research conducted among rural family
businesses. The paper seeks to study strategies of rural family businesses at the
example of beef cattle and horse breeding family undertakings and re-registration of
sole proprietors in the Commercial Register in 2009. Based on the objective, it was
necessary to solve the following tasks: provide an overview of rural
entrepreneurship policies and horse farming, development of family businesses and
enterprises’ strategies; analyse reasons of self proprietors for re-registering/ not
registering in the Commercial Register, and for changing the entrepreneurship form;
investigate the background of family undertakings, their motives while starting a
business; study family enterprises’ strategy; find problems that require solution in
practice.

Family enterprises are convinced that with a strong family and a good strategy they
can ensure achievement of the objectives and are able to earn profit. A survey
conducted by the author in 2006...2009, 98% of the owners of family enterprises
investigated by us are actively participating in management of their family business.
40% of the family enterprises have a properly formulated strategy to ensure
sustainable development of the family business. Strategies have been made in
writing, formulating a detailed vision, mission and objectives; long-term objectives
are identified for the period of 5...10 years. Long-term objectives in the strategy of
beef cattle breeding family enterprises were identified for up to five years (60%),
those of horse breeding family enterprises for up to ten years (40%). Family
entrepreneurship is more intensive in less developed regions (rural areas) where
family businesses have a dominant role in the economy.

Most of the animal breeding family enterprises are focused on the Estonian market,
but joint activity and exports would help to boost the economy. A possibility for
family enterprises is cooperation, not only with cooperative societies but also with
other family enterprises. Hence many family enterprises need to reformulate their
strategy, which is a precondition for surviving. It is very hard to explain to family
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entrepreneurs from older generations who are used to moving in a rut. In order to
diversify family business they need many new skills: market evaluation, business
administration, strategy development, customer service, teamwork, stress tolerance
etc. Start-up entrepreneurs are in a better situation, they are more eager to learn,
want to obtain knowledge and make the maximum use of opportunities for that:
membership in cooperative societies, using consultation services and looking for
contacts with family enterprises in the same area of activity. It is not enough to
formulate a family business strategy; the strategy must be carried out successfully
and purposefully.

In this research the author used a qualitative research method (in 2006, interviewed
24; in 2008 230 and in 2009 177 family enterprises, conducted interviews).
Statistical data were taken from the databases of the Centre of Registers and
Information Systems, of the Tax and Customs Board, Statistics Estonia, Bank of
Estonia and of the Estonian Animal Recording Centre.

The paper is divided into six sections where the above-mentioned tasks have been
dealt with. The first section provides an overview of rural entrepreneurship policies;
the second section analyses registration and non-registration of sole proprietors with
the Commercial Register in 2009, identifies the reasons; the third section provides a
survey of family businesses and related problems that have been investigated earlier,
clarities the concept of family business; the fourth section describes development of
horse breeding and provides results of analyses; the fifth section explains the
concept of strategy; the sixth section outlines differences of a family business
strategy from a non-family business strategy; presents solutions and results of
analyses and finds problems that need to be solved in practice.

Rural entrepreneurship policy

The Estonian entrepreneurship policy development plan until the year 2013 is
related to development plans of many other spheres (rural life, tourism, education
etc). Notwithstanding that there are development plans set down for the
advancement of human environment in rural areas no attention has been focused on
development of agriculture (especially animal breeding). Agricultural
entrepreneurship has been an essential area of activity and source of income for
Estonian people over time. Agriculture has played a significant role in supplying
inhabitants with foodstuffs, in rural entrepreneurship and development of cultural
landscapes. The economic position of the agricultural sector has, owing to the
growth of direct aid and rural life development support, improved in recent years
(Kirsipuu 2009c¢).

Agriculture is a traditional branch of economy in Estonia where enterprises’
productivity and profitability per employee are remarkably lower than the respective
indices in other European Union countries. The international competition position
achieved by the Estonian economic sector is largely based on relatively cheap
production inputs and is therefore weak: outlooks for the producers relying on a
price advantage are fading. Successful survival in international competition depends
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increasingly more on the skills of using new knowledge and approaches in business
and in the situation where production costs are approaching the level of developed
countries, productivity growth is the only way to keep up or improve the enterprises’
international competitive position. Productivity in Estonian enterprises constitutes
only 50.6% of the European Union average (Estonian...).

An objective of the European Union common agricultural policy is to raise the
competitiveness of the agricultural sector, to ensure comprehensive development of
rural areas (Common...). After joining the European Union, Estonia started to
interfere in agricultural activity by applying subsidisation. In addition to direct aid
there are many specific subsidies set out in the Estonian rural development plan.
Notwithstanding the subsidies, the share of agriculture in the economy has fallen.
For example, in 2004, agriculture and hunting contributed 2.4% of the gross
domestic product, in 2008 only 1.5% (Eesti Statistika; Eesti Pank). The purchase
prices that had risen after Estonia’s accession to the European Union helped to
increase production outputs, but by now in 2010 the purchase prices have fallen
again and enterprises are looking for possibilities to keep existing production
volumes, but the situation is growing more complicated every day. A way out might
be joint activity, which could help make production acceptable for market demand.

Another possibility is for enterprises to join forces and form cooperative societies or
join the existing ones. For example, dairy cattle breeders have joined into the
Animal Breeders Association of Estonia, beef cattle breeders into the Estonian Beef
Breeders Association, which in turn is a member of the Animal Breeders Association
of Estonia. The association membership has enabled them to use better services, sell
products at higher prices. Native cattle breeders have united into the Estonian Native
Cattle Breeders Society; sport horse breeders into the Estonian Sport Horse
Breeders’ Society; trotter horse breeders into the Estonian Horse Racing
Association; breeders of endangered horse species (Tori horse, Estonian native and
Estonian Heavy Draught horse) and breeders of trackehners and Arabian horses into
the Estonian Horse Breeders Association; sheep breeders into the Estonian Sheep
Breeders Association, etc.

The number of active commercial associations in agriculture has increased from year
to year and in 2009 reached 67, including 9 selling animal products, 11 breeding
farm animals, 30 dairy marketing firms (Registrite...). To support joint activity and
encourage joint marketing the Ministry of Agriculture worked out a support measure
under the Estonian Rural Life Development Plan 2007-2013 — “Support to
establishing and developing producer groups” (Eesti maaelu...). They hope that the
support measure will increase cooperative activity among enterprises operating in
the field of agriculture. The support measure seeks to assist producers belonging to
producer groups make production and products conform to the market requirements.

In 2009, the Estonian agricultural sector was negatively affected by the recession in
the world economy and highly subsidised production of competitors. Agricultural
production in European Union countries has been subsidised in greater degree and
during longer periods, which gives them a long-term competitive advantage.
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Farmers have made investments to ensure environmental cleanliness and production
efficiency via long-term loan and leasing obligations. In 2010 they have difficulties
with fulfilling these obligations, which in turn forces the farmers to cooperate.
Within the first 9 months of 2009, farmers received loans for 635.7 million and
leases for 660.2 million less than in the same period last year. They can only hope
for state interference to support getting loans at reasonable conditions into the
agricultural sector (Varnik 2010).

In order for the Estonian entrepreneurship policy development plan to work
successfully it is necessary to value regional, local, saving and information society
development. The entrepreneurship policy supports in every way development of
responsible entrepreneurship so as to avoid that entrepreneurship growth and
profitability wouldn’t happen on account of other members of society or natural
environment (Estonian...). It is important for rural areas to have business activity
going on; business should start first in agriculture and after it has taken roots also
other areas of activity would start growing in this region (Bourge 1994). Economic
performance of agricultural enterprises depends on enterprises’ work on making
their economic activity more effective and on state activity in providing an
economic policy framework for enterprises, while the enterprises need to develop
intensive and extensive joint activity for the development of a system of common
services and for designing an economic policy environment (Reiljan, Tamm 2005).

More attention than today was focused on development of rural areas during the
occupation period. More wealthy farms (state and collective farms) turned a lot of
attention to the economic and social development of rural life. Living conditions in
rural areas were usually better than in towns; newly built urban type dwellings in the
centres of wealthy collective farms had central water supply, sewerage, and central
heating. Farms were repairing roads and streets, buses went to every village in the
woods, workers and students could go to work or school and back home.
Landscapes were designed and cultivated, networks of kindergartens and schools
well developed. Newly built single-family houses were few, probably because of the
wish to reduce costs of infrastructure development. By now the houses built during
the period of occupation are mostly out of repair, people have moved to towns to
look for employment, there are no proper road networks or bus connections any
more. Many small country shops, post offices, kindergartens and primary schools
have been closed down, and soon it will happen also to high schools.

In the opinion expressed by the European Economic and Social Committee, The
contribution of tourism to the socio-economic recovery of areas in decline, they
envisage diversification of the economic activity. A large number of complementary
and diverse activities are needed, which in the future would form an economic
foundation for the region. It is found that many participants, enterprises of different
size, family enterprises and international corporations, enterprises with different
social ambitions and different economic focuses have to be involved in tourism as
well as in other spheres. The opinion was pointed out that reinforcement and
development of the activity of sole proprietors is definitely a very important factor
in order to improve the adaptation of the employees to new conditions. They are
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convinced that it is a priority to preserve and create jobs: the biggest costs involved
in the socio-economic decline of enterprises and sectors are caused by loss of jobs,
and therefore the main objective of the initiatives for restoring these regions is to
keep up, and, where possible, increase employment. Therefore, notwithstanding the
temporary social protection schemes, a proposition is made, in order to encourage
initiatives in the field of tourism, to promote investments that create new jobs,
training and retraining, as well as the culture of being a sole proprietor, and social
economics (Euroopa... 2006). Majority of the tourist farms located in Estonia are
run by families. Family business has often started from the wide-ranging role of the
head of household as an owner-executive, which he has started to share with his
family members. For example, his brother has become a production manager in the
same firm, wife an accountant, daughter a secretary, son a marketing and sales
manager. Such an enterprise can operate very well unless a gap is created between
family members and other employees, and if they would also stay open to what
happens outside the family (Zernand 2005).

A survey conducted in the USA in 2008 demonstrated that the economic
development of regions and family enterprises is closely connected: growth and
survival probability of family enterprises in backward regions, where the economic
growth is smaller, is much higher than in high economic growth regions. Family
enterprises are more efficient, they have social capital, they are not dedicated to an
economic purpose only, hence need less capital for investment (Chang et al. 2008).
By author, it is the same in Estonia: family entrepreneurship is more intensive in less
developed regions (rural areas) where family businesses have a dominant role in the
economy. The author has conducted surveys of local governments and beef cattle
breeding family businesses. The findings have been published in many articles,
which attempt to contribute to implementing of the Estonian entrepreneurship
policies and to encourage cooperation between family enterprises. The author has
underlined the significance of family enterprises in the Estonian entrepreneurship
policy, especially in rural areas, identified bottlenecks for family enterprises, their
main problems and made suggestions and recommendations how to solve them.

Development of entrepreneurship

No private entrepreneurship existed in the period when Estonia was annexed to the
Soviet Union. Now that Estonia has been independent for nearly 20 years, the
Estonian economy has recovered, the number of private enterprises has been
increasing rapidly, enterprises’ competitiveness and economic indices have
improved. Compared to 2002, the number of enterprises has increased 92.5% (Table

).

The most numerous among registered are sole proprietors and private limited
companies, which accounted for 94.1% of the companies as of 01.01.2010 (Table 1).
Until the year 2009, sole proprietors could register their activity either with the Tax
and Customs Board or with the Commercial Register. Official statistics covered only
data of those registered in the Commercial Register. To avoid confusion the Estonian
Government decided that all sole proprietors shall reregister themselves with the
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Commercial Register during 2009. Unfortunately the information on registration did
not reach all those concerned. It would have been more reasonable to register them
automatically.

Table 1. Companies and Sole proprietors registered in the Commercial Register in
2002-2010

02.01. 01.01. 01.01. 01.01. 01.01. 1.01.

2002 2004 2006 2008 2009 2010
Sole proprietors 19443*%)  21464*| 21671* 19601* 17788%| 32187**
Private limited
companies 43 266 54387 66 200 86480 92554 99308
Public limited
companies 7 862 6743 5945 5614 5344 5094
Commercial
associations 933 855 695 649 624 612
Limited partnerships 468 630 708 810 932 1631
General partnerships 305 342 378 393 417 456
Branches of foreign
companies 331 365 415 466 483 482
Societas Europaea 0 0 0 2 3 5

72 608*%) 84 786*%| 96 012%| 114 015%| 118 142*| 139776**

* additionally ca 50,000 sole proprietors are registered with the Tax and Customs Board

** additionally ca 30,000 sole proprietors have not reregistered themselves

Source: Prepared by the author on the basis of data from the Centre of Registers and
Information Systems and of the Tax and Customs Board.

In 2009, many sole proprietors (ca 6 500) converted the form of entrepreneurship
(mainly into private limited company). The motive they mentioned was that if you
had to register with the Commercial Register, then as a private limited company
rather than a sole proprietor; the second reason being the absence of 100% liability
with personal assets (private limited company is liable for its obligations only within
the limits of its shareholders’ equity). Entrepreneurship form was converted most in
the following sectors (Registrite... 2010):

¢ Administrative and support services (27.5%);

e Real estate activities (16.5%);

e Education and research (15.3%).

In agriculture and forestry (including fishing) 4% of the undertakings changed their
company form, mainly those who had not been registered as farms. In 2009,
approximately 14,000 sole proprietors reregistered themselves with the Commercial
Register, mainly in the following fields of activity (Registrite... 2010):

e Other service activities (20.1%);

e Repair of commercial and motor vehicles (15.7%);

o Agriculture, forestry and fishing (13.1%);

o Education, scientific and technical activities (12.2%);

o Entertainment activities (8.8%).
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Most of the enterprises operating in the field of agriculture and forestry, fishing and
tourism are family enterprises. The Estonian cattle breeding enterprises are mostly
family enterprises (Kirsipuu 2009a; Kirsipuu 2009c).

The number of working-age employed population in agriculture and forestry has
been decreasing from year to year — compared to 2004, 27% and as of 2008, 25,300
people, according to Statistics Estonia (Eesti Statistika). Hence, development of the
human environment in rural areas, particularly agriculture, should be intensified.
Retraining and refresher courses should be provided for the unemployed workforce.
Estonia spends on active labour market measures the least in Europe — 0.1% of gross
domestic product; 90% of this comes from the European social funds. The share of
those who participated in lifelong learning in Estonia in 2004...2007 was 7%,
whereas in Sweden the share was 32.4%, in Denmark 29.2% and in Finland 23.4%
(Taat 2009). The share of Estonian agriculture in employment decreased constantly
over 1993...2003 — in 1993, agriculture and forestry contributed 7.8% of the gross
domestic product, in 2003 only 2.3%; the share of those employed with agriculture
was 4.3%, in 1993 — 12.5% (Reiljan, Tamm 2005).

Before Estonia joined the European Union and again now, there was a situation in
the labour market in rural areas where it was possible to hire highly qualified
workforce for minimum wages. The main reason before was that middle-aged and
older people who had settled down in rural areas lacked mobility and opportunities
to renew their qualification (Reiljan, Tamm 2005). In 2005-2008, young people
were leaving for towns looking for other challenges. However, in 2009 they started
to return to rural areas. Either to get peace and quiet, escape from town noise, or to
help their parents, or because they could not pay for living in town and prefer
settling down in the country. No jobs are waiting for those returning to the country,
hence they need to start a business and it is taken for granted in rural areas that they
start a family business.

Fast growth of tourist farms would contribute to making rural areas more attractive.
Tourist farms offer active recreation, opportunities to take part in family business
and so-called “put hands into the soil”. 20% of the beef cattle breeding family
enterprises have a tourist farm as an ancillary activity. Tourists can spend time on
beef cattle pastures and feed or drive cattle from one paddock to another (Kirsipuu
2009b). Growth of enterprises is thought to be limited by external factors rather than
by inability of owners or reluctance to expand the market, for example, the
prescribed European Union quota for suckle cows and agreed prices at meat
processing plants (Kirsipuu 2009b). Family enterprises which expand activities see
expansion opportunities in ancillary areas of activity (tourism, accommodation,
catering, veterinary services, retail trade, repair shops etc).

Family entrepreneurship
The Estonian legislation does not provide for the terms “family enterprise” or

“family firm” and the respective statistics. A family enterprise is an undertaking
where at least two members of the same family control, are directly related and own
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most of the business (Zernand 2005). A family enterprise differs from ordinary
undertakings first and foremost by the functions of personal and business
relationships of family members. A member of a good family enterprise has to
successfully combine three roles: the ones of a family member, manager and owner.
The enterprises established at home are family-focused; spouses have started the
business together. In case of success, children or some relatives are also engaged in
more serious work. Later, dedication brings children’s families into the business as
well. Such family-focused enterprises display serious dedication, as they secure
firmly for themselves clients-family acquaintances and survive difficult periods
caused by the external environment (Zernand 2005). According to the Estonian
legislation, an undertaking is a natural person who offers goods or services for
charge in his or her own name where the sale of goods or provision of services is his
or her permanent activity, or a company provided by law (Ariseadustik 2010). The
Estonian legislation lacks the legal notion of “family entrepreneur” or “family
business”. The author’s opinion is that a family enterprise is an undertaking where
members of the family of the undertaker take part in; family members are spouses,
children, parents, siblings, aunts-uncles and their spouses. It is of no significance
whether the conjugal relations are official or not, only cohabiting counts. At the
same time, they say that when the relationship has broken down it is not possible to
implement the enterprise’s strategy successfully — it would cause tensions and more
problems (Kirsipuu 2009b).

Estonia’s close neighbours in Finland have studied family entrepreneurship
thoroughly. In 2001, 86% of the undertakings in Finland were such that owned over
50% of the family business. 65% of the undertakings regarded their firm as a family
enterprise; 30% were both owners and workers. In 2001, 800,000 people were
involved in family business in Finland. Average age of the members of family
enterprises is growing older — 60,000 entrepreneurs were older than 65 years (Quo...
2003). The issue of combining family and work has risen to agenda in Finland again.
Special attention has been paid to combining wage labour and family (Romer-
Paakkanen 2002), women’s role in the family (Rautaméki 2007), involvement of
children in business (Tormakangas 2005), the problem of successors (Hautala 2006).
To assist the family in family business many women have quit wage labour,
preferring combination of family and work (Halttunen 2004). Questions have been
brought up: family business, or family, or business — what to choose. It has been
found that a family is more homogeneous and steady if all members worked for a
common purpose (Juutilainen 2005). The studies demonstrated that until there are no
children in the family, family members like to do business outside the family
business; however, when children are born, they prefer to stay with the family and
take part in common family business. Knowledge and skills are communicated to
children (Littunen 2001). If children do not wish to take part in family business, the
issue of succession arises. Whom to leave the firm to, whom to appoint manager etc
(Kakkonen 2006)? Whether to terminate business or bring a person from outside
into the family business? They are afraid that conflicts may arise from different
understanding of work and free time (Niemela 2003).

Some reasons why critical situations arise in a family enterprise are (Quo... 2003):

104



o offspring have a conflict with older generation who cannot stay away from
management;

e manager brought from outside does not reckon with family interests;

¢ single undertakers have not enough time to let the offspring know the labyrinth
of business;

e young generation has wanted to make cardinal changes based on what they were
taught at school, which the previous generation does not like.

The author has since 2002 conducted surveys with entrepreneurs in different spheres
of activity to identify the reasons why they choose entrepreneurship, participation of
their family in business, strategy setup, management, organisational culture etc. In
the first years, the author conducted surveys with sole proprietors, as in many
countries self-employed people have been esteemed. Any kind of entrepreneurship,
but particularly sole proprietorship, demands from the entrepreneur a lot of energy,
money and time. Before starting as an entrepreneur one has to decide what are the
risks they are willing to take. A start-up entrepreneur must weigh his/her suitability
and ability to manage an enterprise and be convinced that he is able to act as an
entrepreneur. It happens often that enterprise brings a loss and entrepreneurs lose
their property. Sole proprietors can be divided into three groups (Kirsipuu 2004):

e those who are entrepreneurs because they could not find acceptable paid

employment;
o forced entrepreneurs who actually work for wages;
o those who want to be entrepreneurs.

The research conducted in 2004 identified that vary many sole proprietors have all
their family involved in the business: spouse, children, parents, siblings (Kirsipuu
2004). A survey conducted by the author in 2006 with the above-named
entrepreneurs demonstrated that 88.8% are active entrepreneurs, and 75.5% of them
in turn have their family involved in business (Kirsipuu 2007). Most of the
entrepreneurs used their family both directly and in some hidden way. Therefore the
author decided to focus attention not only on sole proprietors but also on family
enterprises. Many sole proprietors have converted their form of entrepreneurship and
started to operate as a company (general or limited partnership, private limited
company).

A pilot study on setting up, operating of family firms and their development
problems was carried out in 2006 among 53 family firms (Kaseorg, Siimon 2007).
They found that family enterprises, knowing their specific features, need to make
right choices and the primary precondition for their successful development is to
define them organisationally and legally. The study confirmed that it is important to
create a family entrepreneurship information system, to generalise and share
experiences, and conduct in-depth research into family entreprencurship. In 2007, a
case study was conducted which again identified the need for an in-depth study
(Kaseorg, Siimon 2008). Kaseorg and Raudsaar (2008) reached a conclusion that the
most important problems for family firms are connected with business environment
and management. At the same time, the author points out that additionally, family
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enterprises need to pay particular attention to business strategies and strategic
management in order to ensure survival, especially in the current economic situation.
Family enterprises need to be apt to changes, and a precondition for this is a
correctly prepared strategy in writing.

Cooperation has a specific role in the economic environment. Success achieved with
joint activity will ensure successful management of family enterprises also for the
next generations; family members, a consultant or an external expert can be used as
advisers (Syme 1999). Advice should be definitely used in case the family firm is
transferred to a non-family member (Hautala 2006). The connection between family
firms’ learning and entrepreneurship activity has been studied lately and it has been
found that learning is a value added for the family enterprise and would help family
undertakings to create social networks (Juutilainen 2005). Mutual cooperation is
important not only within the family firm but also between family firms; networks
need to be established so as to help create and preserve knowledge and values in the
family firms (Niemela 2003). Participation in networks will ensure cooperation
capacity between the family firms and will increase growth of competitiveness
within the networks (Niemela 2003). Innovativeness and obtaining of knowledge on
entrepreneurship will contribute to generation of networks, especially in rural areas
(Vasques, Ernesto 2008), which would help to enliven rural life there. Of great
significance in cooperation between family firms is cultural compatibility of
different nations: in most of the countries owning a family firm is regarded as a
competitive advantage (Brice 2005). At the same time, Brice (2005) admitted that
specialists in family firms act similarly regardless of the different culture, and one
should rather reckon with family traditions. Success in a family firm will be
achieved with smooth cooperation (Sharma 2008); not all managers who are
successful fit in a family firm, with their rigid management principles they may
cause confusion and chaos there.

Horse breeding family enterprises

The Estonian rural development plan 2007-2013 writes that Estonia is planning as a
first priority to improve the competitiveness of agriculture and forestry, providing
training and informing activities for entrepreneurs, to encourage start-up young
agricultural producers as well as amateur farmers; to develop consultation systems
and services; to promote modernisation of agricultural enterprises (incl. investment
into development of agricultural micro-enterprises; investment into animal breeding
facilities; investment into bioenergy generation); to improve the economic value of
forests and give added value to forestry products; to give added value to agricultural
products and non-wood forestry products; to develop new products, treatments and
technologies in agriculture and food sector and in forestry (incl. sub-measure:
cooperation for the development of new products, treatments and technologies in
agriculture and food sector and in forestry); agricultural and forestry infrastructure
(Eesti maaelu...)

However, horse breeding has been neglected in all development plans. The Estonian
rural development plan provides a pasture subsidy and benefits for endangered horse
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breed breeders and to cooperative societies for keeping stud-books and from 2010
year also for conducting performance testing. But no attention has been paid so far
to Estonian horse farming. Horse has been counted as a farm animal only since
01.01.2009 (Loomakaitseseadus). Until then, horse was regarded as a pet, although
it did not belong to the category of pets either. Such was the situation not only in
Estonia but also in other European Union countries. Therefore, the European
Commission decided to focus more attention to horse breeding and first of all from
animal health aspect. In 2008, the European Commission adopted a regulation which
came into force on 01.07.2009. The regulation is being implemented in all Member
States.

Nearly all so-called European Union old member states have paid a lot of attention
to horse breeding. For example, horse breeding has great agricultural significance in
Sweden, there are ca 300,000 horses, including ca 100,000 in agricultural family
enterprises. There are more than 6000 horse breeders in Sweden, ca 2,000 of them
are family undertakings. The number of cattle in Sweden has been decreasing in
recent years, but that of horses has been increasing, as there are many semi-natural
pastures for horses. The Swedish entrepreneurship policy until 2013 focuses a lot of
attention to horse breeding, in order to revive rural life. The objectives are to
promote horse breeding as a branch of production, to create for enterprises engaged
in horse breeding the best conditions in legislation and to educate farmers in horse
breeding. Swedes find that just horse breeding can boost entrepreneurship, reduce
unemployment and increase employment in rural areas. Sweden has planned in the
new entrepreneurship policy to enhance the importance of horse breeding from
2014, as horse breeding is most economical in terms of land use. Horses can be used
for maintaining pastures as well as in sports successfully. They want to start
subsidising those farmers who start breeding horses. Horse breeding is essential for
both rural economy and for all society (Hedberg 2009).

In Finland 80% of the horses are in rural areas, 60% of them (ca 42,000 horses) in
farm households. Horse farms are mostly family enterprises; horse breeding is their
hobby, an ancillary activity or principal activity. 4000 are employed full time, 8000
part time with horse breeding in Finland, plus 4000 pensioners. A survey conducted
in 2009 among 295 horse breeders showed that 35% of them are engaged in
breeding; 21% are raising riding horses; 19% trotter horses; 25% are engaged in
tourism, training etc. Reasons for selecting horse breeding as a family business are
generation change (7%); good economic preconditions (14%) and 54% mentioned
that it was a strategic choice (Thuneberg 2009).

Horses and horse breeding in Estonia are rather a private hobby of breeders. As of
September 2009 there were 1927 horse owners in Estonia, who had 7534 horses of
different breed (Figure 1). Approximately 500 are active horse breeders. The largest
proportion of horses (19.2%) is registered in Harju County (including Tallinn);
horses registered in Tallinn are in fact located mostly in different stables across
Estonia. As many horses as in Harju County are registered on islands (Saaremaa and
Hiiumaa); Saaremaa 14.3%; Tartu County 11.5% and Parnu County (10.3%). Horses
are fewer in Pdlva County and in Ida-Viru County (Figure 1).
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Figure 1. Number of horses and horse owners across counties. (Prepared by the
author on the basis of the database of the Animal Recording Centre)

As of 01 January 1939, there were 238,500 horses in Estonian farms, after World
War II in 1946, 178,800 horses (Misiunas, Taagepera 1997). In the Soviet period,
farms were nationalised, horses were expropriated from farmers and taken into horse
rentals until the year 1949. After the horse rentals were closed out, horses were taken
to collective farm stables. The number of horses started to decrease. Co-operative
activity in Estonia persisted through the first years of the Soviet era; for example,
there were 115 stallions at the mating stations of the agricultural cooperatives in
1948, but the cooperative activities were terminated in 1950 and the animals in
cooperative societies were handed over to collective farms (Laansalu 2007). The
author’s grandfather worked in 1955...1978 as a stableman, his memories of horse
breeding in that period are as follows: most of the farm work in 1955...1965 was
done with horses; horses were very abundant in 1955; when tractors came, the
number of horses started to decrease. When grandfather went to work at the
collective farm, there were 6 stables with the total of 300 horses; in 1978, only one
stable with 25 horses was left. Horses were chosen by endurance rather than breed
qualities or competition results: those who could haul heavy loads longer remained.
Other horses were written off, sent either to a meat-processing plant for sausage-
making or to a fur animal farm for feed. When farmers’ private productions were
established, some horses were given to the collective farmers’ households, but not
more than one horse per household. In 1985, there were still 10,700 horses in
Estonia, but in 1990 only 8,600 (Tekkel 2007). Still, several farms managed to
continue horse breeding activity through the occupation period in order to preserve
Tori, Estonian Native and Estonian Heavy Draught horse. For example, in 1984,
there were 61 horse breeding farms in Estonia with a total of 1633 over three year
old mares and 817 breeding mares (Agarmaa 1985). Several farms were engaged in
breeding sport horses and riding sport; in 1987, there were 40 riding clubs in Estonia
with 550 horses (Peterson 1989).
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The author conducted a survey among 500 horse breeders to find out whether horse
breeders regard themselves as family undertakings or not. Those who considered
themselves family undertakings had to complete a questionnaire; the author
conducted interviews with 20. The questionnaires were extensive; however, in this
paper the author has discussed only issues concerning enterprise strategy. The results
of the interviews and questionnaires on family enterprises’ strategies were collected
and summarised by the author. 177 horse breeders regarded themselves as family
undertakings; unfortunately, only 31% of them have registered themselves as
undertakings in horse breeding (Figure 2).

O Private person (69%)
8%
@ Private limited

23% companies (23%)

O Sole proprietors (8%)

69%

Figure 2. Horse breeding family businesses registered as undertakings. (Prepared by
the author)

Reasons for not registering as an undertaking are:
e horse breeding is not esteemed in Estonia (20%);
e horse as a pet (20%);
e horse breeding is a hobby or ancillary activity (60%).

Horse breeding family undertakings have 3672 horses, on average 20 horses per
breeder. Hence, this is a serious job rather than taking care of a pet. Most of the
registered family undertakings owned stables, riding grounds and were engaged in
the business of breeding and sports. 60% of the horse breeders had set up a company
to provide, for instance, veterinary services, to engage in tourism, recreation, cattle
breeding (including beef cattle breeding), forestry or agriculture. Horses are not
hinted at in the company’s activity. Across counties, horse breeding family
undertakings are most numerous in Harju County (18.7%), Saaremaa (12.4%) and
Tartu County (10.2%). The biggest horse breeding family enterprises are in
Saaremaa (169 and 121 horses per herd).

Family undertakings are doing teamwork in their enterprise: someone’s supervising
implementation of the strategy, someone’s responsible for financial affairs,
someone’s a manager and someone’s attending the stables. In horse breeding wife is
often more efficient, husband is attending the stables and is doing preparatory
works. Family undertakings engaged in horse riding are using in addition to their
family members also non-family workforce. 20% of them are using as extra
workforce young people who are interested in horses. Before going to ride a horse,
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one has to clean up the stall, comb and feed the horse; after training fix up the stall
again and so every day. Undertakings needn’t pay wages, while young people
needn’t pay for riding. There are enterprises who ask from young people a monthly
fee for riding, but before riding they need to attend to horses. And there are
enterprises who rent stalls in the stables, asking a fee for renting a stall, keeping and
feeding horses whereas they needn’t take care of horses as owners themselves want
to do that.

Enterprise’ strategy

An enterprise’s strategy shall contain all important functions of the enterprise and
shall ensure that the decisions taken in the enterprise are compatible and represent a
set of the main ways of achieving the long-term objectives and of operating
principles, serving as a basis for steering development in that enterprise (Leimann et
al. 2003). A strategy consists of ideas and activities for generating and determining
the future (Macmillan 2001). Of great significance in implementing a management
strategy is the organisational culture. Organisational culture is designed by owners
of the enterprise. Organisational culture usually develops with the owners and the
first employees and is hard to change. Implementing of new strategies is not always
supported. “Organisational culture is expressed in value judgements, norms and
principles of action, what the managers preach and observe, in ethical standards,
official policies and procedures, traditions, in employees’ behaviour and aspirations,
in the legends told about what has happened in the organisation” (Leimann et al.
2003). An enterprise’s strategy is a general action plan for the achievement of
financial and strategic goals. An enterprise’s strategy is usually formed of two
components: taking the scheduled purposeful steps and reactions to unexpected
changes (technological changes, steps taken by the government, changes in
consumer conduct etc) and to competitors’ conduct. “When reacting to changes the
strategy is being fine-tuned” (Leimann et al. 2003). Enterprises need to prepare a
strategic plan, where they identify their strategic vision and mission, goals and
choice of strategy in order to define the short- and long-term objectives for
enterprise’s management and lay down the methods how to achieve these goals
(Leimann et al. 2003). A strategy is needed in order to put up objectives; strategy is
a question of how to take the enterprise from where it currently is to where they
want to reach. Strategy is focused on activity, it deals with what to do, when to do
and who should do it, hence strategic work will benefit only when specific steps are
planned and implemented. The strategy planning process will not end; the strategy
adjustment must go on continuously. An actual strategy for an enterprise will be a
mix of strategies inherited from previous periods and reactions to changes in the
operating environment (Leimann et al. 2003).

Especially now in 2010 that one cannot count on success in one area of activity, we
need to pay special attention to different levels of strategy planning to diversify
risks. Enterprises with diverse activities need to elaborate the strategy on four levels:
general strategy of the enterprise; strategies for individual fields of activity;
strategies for functional domains (marketing, financial, production strategy etc); a
strategy for units within functional domains (Leimann et al. 2003). It should be
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taken into consideration that a strategy with diversified activity would help establish
a significant and lasting competitive advantage, and would assume a higher than
average profitability in the respective field of activity. The best ways to achieve the
competitive advantage must be found: develop products and services needed by
consumers, which would help to differ from competitors; neutralise competitors’
steps and find measures that would help to adjust to changing conditions in the
environment and to components of the external environment. The following factors
influence the development of an enterprise’s strategy (Leimann ef al. 2003):

o global, regional and national considerations;

e social and political considerations;
attractiveness and competitive conditions of the area of activity;
enterprise’s resources and competitiveness;
owners’ personal ambitions, business philosophies and ethical convictions;
organisational culture and ethical considerations.

In owner managed enterprises a strategy is often worked out informally. This is not
put on paper but exists in owner’s head and has been orally communicated to closest
colleagues. 66% of the owners interviewed in 2008 had the plans in their head
(Kirsipuu 2009b). The following factors influence strategy development in
enterprises managed by owner (Leimann et al. 2003):

e owners and managers are often the same;

¢ individual’s and enterprise’s objectives coincide;

e the choice of goals is influenced in addition to business factors also by the

entrepreneurs’ lifestyle, age, health and family related considerations;
e there is often a wish to keep the enterprise independent.

Ownership and management unavoidably tend away from each other, owners start
exerting influence to improve financial performance and growth (Leimann et al.
2003).

Family enterprise’s strategy

One cannot exactly delimit the boundaries between family and entrepreneurship;
family is constantly participating in the entrepreneurship processes. Family is
engaged in business also outside the working hours; they expect success only if all
family is involved (Craig, Lindsay 2002). Every enterprise could benefit from
carefully thought out objectives, mission, vision and strategy. Of primary importance
for a sole proprietor and a company where the sole worker is its owner, and for a
family undertaking is the knowledge of strategic management. However, most of the
family undertakings follow first the rules established by themselves and their
feelings and only when the family business is not growing as fast as they desire, they
start thinking about strategy development. These family undertakings which can
promptly reorient and change the strategy achieve success and prevent the family
undertaking from failing. Family undertakings must carry out the strategies
consistently, follow the deadlines and objectives and be open to changes, especially
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to changes arising from the economic environment in order to promptly renew the
strategy (Kirsipuu 2009b).

One cannot provide unambiguous guidelines for family undertakings. What may
work well for one family undertaking, needn’t work with the other. Every family
undertaking needs to take such strategic decisions which are suitable for them only
and take into consideration the abilities and specific qualities of their family
undertaking. One should never hurry to imitate (Markides 2000). Owners of a family
enterprise usually are from one family. However, if a family undertaking wants
additional funding from outside, the provider of finance may become a co-owner. If
the provider of additional funding is another family enterprise, the new family
enterprise will be managed by both families and such a family undertaking can be
called multi-family business (Gersick et al. 1997). On the basis of data at the
disposal of the author it can be said that there are no multi-family enterprises in
Estonia yet. The situation where there is a co-owner involves usually strategic
innovations. Innovations prohibit undertakings to continue with the same operating
habits and force them to start operating in a new way. Not only co-owners bring
innovations, it happens also when they hire a new employee, or undergo training.

The family undertakings we interviewed have had no need for co-owners, but a few
of them have started to think about it. They need additional finance, but risk
capitalists do not wish to invest without acquiring a holding. 5% of the family
undertakings were of the opinion that if the economic policy does not grow stable in
the short term, they would be forced to ask for additional finance and are ready to
take the finance provider into the family business. At the same time, they are of the
opinion that then it will not be a traditional family enterprise any more. They do not
support multi-family business, as family undertakings cannot be confident in the
future that the co-owner’s management will be acceptable for them and that just
their offspring are those who will carry on the family business. Family undertakings
are rather willing to “tighten the belt” and start planning new strategies that would
help them come out of this situation as a winner, or then hold out in the existing one
(Kirsipuu 2009b).

It takes time to implement a new strategy, but with joint efforts of the family it goes
much faster and easily than between non-family members. Cooperation between
family members is extremely important; cooperation helps to change the attitude of
non-family employees. A good example is irresistible to imitate and a proper
manager does not miss such an opportunity. If the family is committed to the new
objectives, then employees of the family enterprise will do it also (Kirsipuu 2009b).
Strategic management is different in family and non-family enterprises (Botts 2000;
Kirsipuu 2009b). Different strategic management is important so as to ensure profit
growth for the enterprise (Botts 2000); strategic processes in family enterprises are
controlled by owners (Nordqvist 2005). Entrepreneur’s ability to learn contributes to
successful strategic management in family enterprises, increasing the value of
entrepreneurial activity (Juutilainen 2005). A significant role in working out
different strategies is played by mutual trust between owners of the family firm
(Juutilainen 2005; Jones et al. 2008). While working out a family business strategy
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one may not forget that attention should be paid to ownership transfer to the next
generation (Raskas 1998). Conflicts disturb the strategic management of a family
enterprise (Hume 1999). Managers of family firms need to rely on their intuition
while implementing the strategies, making decisions and solving problems
(Kakkonen 2006). Strategic management is easier to hand over in these family firms
where parents hand over the management to children, where ownership,
management and knowledge are handed over (Hautala 2006). In turning over
management one must focus on the role of the family firm, management of a small
family firm is decided by its owner, in the case of a larger management structure
rather an elected managerial body is preferred (Burke 2007). If the owners trust a
hired management who help the family enterprise diversify risks, increase economic
success and orient in the economic situation, then the hired nonfamily executives
help with their knowledge and experiences to diversify products and expand in the
market (Jonese et al. 2008). Strategic management of family enterprises will go on
more successfully, at the same rate or faster in those family firms where successors
are males, as men are more venturesome (Koffi 2008). Management and
organisational culture in family enterprises differ from those of small businesses, the
difference being largely due to the strong family traditions (Miller ef al. 2007).

Family enterprises are convinced that with a strong family and a good strategy they
can ensure achievement of the objectives and are able to earn profit. A survey
conducted by the author in 2006...2009 98% of the owners of family enterprises
investigated by us are actively participating in management of their family business.
40% of the family enterprises have a properly formulated strategy to ensure
sustainable development of the family business. Strategies have been made in
writing, formulating a detailed vision, mission and objectives; long-term objectives
are identified for the period of 5...10 years. Long-term objectives in the strategy of
beef cattle breeding family enterprises were identified for up to five years (60%),
those of horse breeding family enterprises for up to ten years (40%).

Beef cattle breeding and horse breeding are both long processes, especially horse
breeding; the value of a horse is assessed usually only when the horse is three-four
years old. By that time the horse has passed the performance tests, has participated
in various competitions (including foals championships). By that time the character,
behaviour and performance abilities have been developed. It is clear whether the
horse can be used for sports, breeding, as a working horse or a pet.

All those family enterprises which have made a family business strategy follow this
strategy, correct every year the objectives and improve the methods in order to carry
out the long-term objectives. Those who have more than 60 horses in the herd and
horses are not free range horses, have prepared in addition to a family business
strategy also strategic plans for management. 58% of the beef cattle and 32% of the
horse breeders have a proper planning system, which helps them implement the
family business strategy (Table 2).

Beef breeding family enterprises (25%) sell in the European Union mostly organic
beef and live animals, horse breeding family enterprises (60%) mainly young horses.
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Horse breeding family enterprises export to non-European Union countries also
young horses. 86% of the family enterprises have a strategy, 40% have a strategy in
writing. All of them are carefully following the strategy and abide by the short-term
objectives (Table 2).

Table 2. Survey of the presence of a strategy in family enterprises

Family business indicator Beef cattle | Horse Total
breeder breeder

Number 230 177 407
Registered as an undertaking (%) 100 31 70
Only principal activity (%) 45 20 36
Secondary activity (%) 55 60 57
Range of activity in the European Union (%) 25 60 40
Activity in other countries (%) 0 20 9
Owner and management coincide (%) 97 100 98
Strategy is formulated in writing (%) 24 60 40
Strategy is in the head of owner (%) 66 20 46
Strategy is missing (%) 10 20 14
Planning system has been created (%) 58 32 46
Correct mission and vision (%) 24 60 46

Source: Prepared by the author.

The family undertakings interviewed by us:

e were positively minded and wished that their family business continued to

operate;

e had a concrete strategy, they had a clear vision for the expansion and
improvement of their family business;
attached importance to the family business strategy, vision and mission;
had prepared specific methods to achieve the objectives set up in the strategy;
regarded joining in joint activities as the only right option;
found that it is necessary to start an ancillary activity and, if possible, several
ones, to diversify risks;
e were sure that their activity won’t cease.

All family undertakings without an exception wished:

e More direct aids from the state; ‘softer’ criteria for getting and using the aids
(for example, when an ear tag has got lost not to lower the aid or forfeit the right
to aid award);

o Higher prices for products and livestock;

o State aids for selling live animals, support to cattle farmers for participation in
fairs and competitions;

e A common network to go to the European market with products and livestock.
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The main problems are:
o Insufficient resources of finance;
e Insufficient subsidisation;
o Insufficient cooperation between family undertakings;
o Shortage of skilled workforce who want to work;
e Lack of time for self-education and participation in joint activity;
e Bad infrastructure in rural areas (road maintenance, especially in winter).

Family enterprises in rural areas want in order to be sustainable and competitive,
assistance from the state for funding. A common wish of beef cattle breeders is a
properly working supply chain, so as to provide access to new markets for selling
both meat and livestock. A common wish of horse breeders is that greater
importance would be attached to horse breeding, which in turn would involve
development of this area of activity. Family enterprises are more vulnerable,
reserves for surviving critical periods are almost missing. They often depend only on
one area of activity.

In the current economic situation, family enterprises need to pay more attention to
family business strategies in order to be able to continue family business. They
cannot take up a wait-and-see attitude but have to start immediately planning a
family business strategy, so as to take right decisions and start looking for new
challenges. Those family enterprises which have not made a concrete strategy have
lower stress tolerance and decision-making ability. Effective implementation of a
strategy is always more complicated than strategy development, since the
implementation of a strategy depends on efficient management. Implementation of a
strategy often involves changes in the structure of family enterprises, some business
processes need to be organised differently in order to achieve more effective results.
For example, if to use a milking robot in cattle of 1000 head, the labour costs will
decrease immediately — only one employee can be employed instead of previous 5.
Most of the animal breeding family enterprises are focused on the Estonian market,
but joint activity and exports would help to boost the economy. A possibility for
family enterprises is cooperation, not only with cooperative societies but also with
other family enterprises.

Hence many family enterprises need to reformulate their strategy, which is a
precondition for surviving. It is very hard to explain to family entrepreneurs from
older generations who are used to moving in a rut. In order to diversify family
business they need many new skills: market evaluation, business administration,
strategy development, customer service, teamwork, stress tolerance etc. Start-up
entrepreneurs are in a better situation, they are more eager to learn, want to obtain
knowledge and make the maximum use of opportunities for that: membership in
cooperative societies, using consultation services and looking for contacts with
family enterprises in the same area of activity. It is not enough to formulate a family
business strategy; the strategy must be carried out successfully and purposefully.
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Family enterprises need to pay specific attention to the family business strategy and
strategic management in order to survive, especially in the current economic
situation. Family enterprises must be ready for changes and a properly formulated
strategy in writing would ensure that they are ready for that.

Conclusions

The number of working-age people employed in agriculture and forestry has been
decreasing from year to year; hence the human environment in rural areas needs to
be enlivened, first of all development of agriculture. Working age people have
started to return to rural areas — either to get peace and quiet, get away from urban
noise, or to help parents, or because they could not pay for living in town and prefer
settling down in the country. No jobs are waiting for those returning to the country,
hence they need to start a business and it is taken for granted in rural areas that it is a
family business. The Estonian legislation does not provide for the terms “family
enterprise” or “family business”. The author takes that a family enterprise is an
undertaking where members of the family of the undertaker take part in; family
members are spouses, children, parents, siblings, aunts-uncles and their spouses. It is
of no significance whether the conjugal relations are official or not, only cohabiting
counts. Family enterprise is characterised by that family business is the main source
of income for the family members. Family undertakings have often had to decide
whether to choose family or business, entrepreneurs in rural areas have found that a
family enterprise is the best option.

Family enterprises need to pay specific attention to family business strategies and
strategic management in order to survive, especially in the present economic
situation. Family enterprises must be ready for changes, and a properly formulated
strategy in writing would contribute to them being ready indeed. Especially now that
one cannot rely on success only in one field of activity, so as to diversify risks
special attention should be focused on different levels of strategy planning. Many
family enterprises have, in order to diversify risks, expanded their activity with
strategies to other activities, for example, veterinary services, tourism, recreation,
cattle breeding and poultry farming, forestry or agriculture. Strategies in a owner
managed family enterprise are often worked out informally, they are not written
down, but exist only in the owner’s head and have been orally communicated to
family members and closest colleagues. Still, most of the family enterprises follow
first the rules established by themselves and their feelings and only when the family
business is not growing fast enough they start thinking about strategy development.
These family enterprises which can promptly reorient themselves and amend the
strategy achieve success and prevent the family enterprise from failing.

Most of the rural area family enterprises are focused on the Estonian market, but
joint activity and export help to boost the economy. An opportunity for family
enterprises is cooperation, not only with cooperative societies but also with other
family enterprises. Hence many family enterprises need to refocus their strategy, a
change which is a precondition for survival. Implementation of a strategy often
involves changes in the structure of family enterprises, some business processes
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must be organised in a different way to achieve more effective results. To diversify
the family business they need many new skills in addition to those they already
have: market knowledge, business administration, strategy development, customer
service, teamwork, stress tolerance etc. Start-up family undertakings are more eager
to learn and open, want to obtain knowledge and take the maximum from all
opportunities: are members in cooperative societies; use consultation services and
look for contacts with family enterprises in the same area of activity.

One cannot provide unambiguous instructions for family enterprises. What may
work well for one family business, needn’t work with the other. Every family
enterprise needs to take such strategic decisions which are suitable for them only and
take into consideration the abilities and specific qualities of their family business.
Family undertakings are convinced that with a strong family and proper strategy
they can ensure achievement of the objectives and earn profit. 98% of the owners of
family enterprises investigated by us are actively participating in management of the
family business. 40% of the family enterprises have properly formulated a strategy
to ensure sustainable development of the family business. Strategies have been made
in writing by formulating a specific vision, mission and objectives. All those family
enterprises which have a family business strategy follow this strategy, annually
modify the objectives and improve the methods in order to ensure better fulfilment
of the short-term objectives. 58% of the beef cattle and 32% of the horse breeding
family enterprises have a proper planning system, which helps them implement the
family business strategy. Family undertakings wish, in order to be sustainable and
competitive, financial assistance from the state.

The research confirmed that in-depth research is needed to map the position of
family enterprises in the market, to analyse specific qualities of the organisation of
family enterprises, to identify what kind of support and advice services family
enterprises need in order to prevent problems that might arise with a generation
change.
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IMPACT OF CO, TRADE ON ELECTRICITY PRODUCERS DEPENDING
ON THE USE OF DIFFERENT ENERGY SOURCES IN ESTONIA

Jiiri Kleesmaa
Tallinn University of Technology

Abstract

The aim of this paper is to identify the main circumstances related to the Estonian
energy sector and economy and the facts which are important for development of the
research conducted by the author and for clarification of the main viewpoints. The
paper provides the principal facts on the first (2005-2007) and second (2008-2012)
period of CO, (carbon dioxide) trade in Estonia; describes electricity production in
Estonia on the basis of the electricity development plan effective in the reference
year 2007 and proceeding from that — calculations of CO, emissions by kind of fuel
used. The paper will touch upon the main legislative provisions concerning
renewable energy support, which essentially influence the development of
renewable energy generation and indirectly the CO, trade. Analogously with the
reference year 2007 methods of calculation, CO, emissions have been calculated for
2020. The electricity production prognosis for the year 2020 is based on the
interpretation of the electricity sector development plan. Computation according to
the CO, calculation methodology shows that the CO, emission amount will be ca 5.7
Mt (million tonnes) in 2020. In 2020 compared to 2007, the domestic consumption
of electricity is estimated to grow: in 2007 the domestic consumption of electricity
was ca 8200 GWh, in 2020 it is estimated to be ca 10480 GWh, i.e. the growth is ca
22%. Decrease in the emission amount of CO, will be gained due to the expected
use of different energy sources, compared to those used in 2007, in the designed
power plants based on renewable energy sources or gas. The share of oil shale-based
energy production will decrease from 83% to 44% resulting in a further reduction of
CO, emissions from 12 Mt to 4 Mt. In view of the fact that, during consumption, the
CO, emissions comprise nearly 60% of the gross consumption of electricity
production, the research reveals that raising consumer awareness of the use of
various energy saving equipment and the promotion of economical lifestyle involve
a remarkable potential for reducing the amount of CO, emission. To ensure
competitiveness of electricity producers in the free market conditions, influenced by
CO, emission allowance trading, construction of the power plants in compliance
with national regulations must be ensured with the help of support schemes, state
aid, tax policies and legislative measures. Since the quota trade rules which will
apply after the year 2012 are not distinctly clear yet, thus this topic will be
developed further in the articles to come.

Keywords: CO, trade, energy sources, electricity production, Estonia

JEL Classification: Q410
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Introduction

Estonia has, together with other countries across the world, opted for a sustainable
path of development where national welfare growth is based on the achievement of
balance between the economical use of natural resources and the environment.

The European Union (EU) Directive 2003/87/EC of 13 October 2003 has
established a scheme for greenhouse gas (GHG) emission allowance trading with the
purpose to:
— Induce society to use resources more effectively and encourage innovations;
— Increase awareness of CO, (carbon dioxide) damage from fossil fuel
combustion and their cost to society;
— Improve fulfilment of the obligations taken under the Kyoto Protocol for
reducing greenhouse gas emissions.

CO, quota trade is a symbiosis of power engineering and financial world, which is
important for all energy producers and other industries involved in the quota trade.
Via energy prices, the CO, trade experts influence all enterprises which consume
energy. This paper is one of the series prepared in the framework of the research
“Impact of Greenhouse Gas Emission Allowance Trading on the Estonian Energy
Sector”.

The main objectives of the research are:

— To describe the institutions involved in emission allowance trading, emissions
trading registry, distribution and certification of emission quotas, and to identify
the general economic mechanisms of the scheme and possible effects.

— To evaluate the impact of emissions trading on the economic performance of
energy enterprises and their investments.

— Energy enterprises’ strategy for emissions trading (marginal cost curve, price of
pollution quotas, organisation of emissions trading in practice, conducting of
transactions, risk management).

— Trading in pollution quotas (quota market, price).

— To investigate the economic impact of the emissions trading international
market on the energy sector.

— To examine the impacts of emissions trading via energy enterprises on the
energy sector as a whole (utilisation of renewable energy, implementation of
new combustion technologies).

— To study the economic impact of other flexible mechanisms laid down in the
Kyoto Protocol (joint implementation, clean development mechanism) on
emissions trading and energy sector.

The purpose of this paper is to identify the main circumstances related to the
Estonian energy sector and economy and facts which are important for development
of the research conducted by the author — Impact of Greenhouse Gas Emission
Allowance Trading on the Estonian Energy Sector, and for clarification of the main
viewpoints. The author of this study analyses the CO, air emissions from electricity
generation on the basis of different fuel usage in the power production of Estonia by
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applying a simple determination method intended for calculation of the carbon
dioxide emissions into the ambient air. According to common knowledge, this
analysis is novel for Estonia and such calculations have so far not been made for
Estonia. Consequently, this gives a good opportunity for respective studies at the
national level.

The main objectives of the paper are:

— To provide the principal facts on the first (2005-2007) and second (2008-2012)
period of CO, (carbon dioxide) trade in Estonia.

— To describe electricity production in Estonia on the basis of the electricity
development plan effective in the reference year 2007 and calculations of CO,
emissions by kind of fuel.

— Touch upon the main legislative provisions concerning renewable energy
support, which essentially influence the development of renewable energy
generation and indirectly the CO, trade.

— To calculate CO, emissions for 2020 analogously with the reference year 2007
methods of calculation.

— To forecast electricity production for the year 2020 based on the interpretation
of the electricity sector development plan.

Impacts of the European Union climate and energy package (will come into force in
2013) on the energy sector require further in-depth analysis and will not be
discussed in this paper.

This paper seeks to identify the major energy sector and economy related
circumstances and facts in Estonia that are important for further development and
clarification of the research.

The EU GHG emissions trading scheme 2005-2007

The first period of trading lasted from 2005 to 2007 (introduction) when the CO,
quota (this analysis deals with the impact of CO, trade only) trading was mainly
conducted only between EU Member States.

The GHG emissions quota trading scheme 2005-2007 was like a training stage.
Their utility was limited as banking was missing between the first and second stages,
and units were overpriced. Overpricing of the units led to that their price approached
zero by the end of the period (Figure 1) because of a change in the demand-to-
supply ratio as a result of active marketing activity of the industrial sector.
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Figure 1. CO, trading opportunities for EGL (Elektrizitéts-Gesellschaft
Laufenburg). (EGL 2008)

Figure 1 depicts the EUA (European Union Allowances) price fluctuations from
December 2004 till April 2008. Sharp declines in May 2006 and in 2007 were
caused by the situation in the market where, after the first certified emissions had
been publicized, it turned out that there were actually more units available in the
market than there was demand for them. In other words, until May-April 2006 when
real emissions into the air in the first so-called trading year were identified, the ratio
of the emission allowances available on the market to actual emissions was not yet
known to the public (e.g. for 2005 the European Commission allocated the emission
limit of 16,747,053 t/CO, to Estonia but the real emissions were 12, 621,824 t/CO,,
or nearly 4 million tonnes of emission allowances were put on the market (Climate
web 2010).

The so-called overabundance of vacant emission allowances on the market was
indeed the cause which led to the decline that started in 2006 and lasted till the end
of 2007 (when the so-called pre-Kyoto trading period in Europe came to an end).

The EU GHG emission allowance trading scheme 2008-2012

By the start of the new trading period, or the so-called Kyoto first trading period in
Europe (2008-2012), the European Commission had made extremely radical cut-
back decisions in total emission allowances allocated to Member States (the so-
called National Allocation Plan — NAP) to stabilise and prevent the situation which
had dominated in the pre-Kyoto trading period. The results are shown in Figure 1,
where the EUA price level is perceived to be more or less stable (which is the
objective of the carbon dioxide market — real demand in the market determines the
actual value of 1 tonne of CO,).
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The CER (certified emission reduction) price development is affected by the fact
that in the pre-Kyoto trading period operators had no right/opportunity to use
emission units available in Kyoto flexibility mechanisms (flexible mechanisms are
based on the following units: clean development mechanism — CDM: CERs,
certified emission reductions; joint implementation mechanism — JI: ERUs,
emission reduction units; emissions trading 2008-2012 — ET: AAUs, assigned
amount units) for fulfilment of their obligations (the operator shall return to the State
a number of allowances equal to the actual amount of emissions in the preceding
year by 30 April of the year following the accounting year — the transaction takes
place via a respective electronic register). In the Kyoto trading period, operators will
have such a possibility within the limits allocated to each Member State (e.g. this
percentage varies across European countries, but is on average between 10-20%).
This means that when the EUAs allocated from NAP to an operator are not enough
for the fulfilment of his obligations, he may buy from the market more Kyoto
flexibility mechanism units within the nationally allocated limits.

For the 2008-2012 trading period, Estonia made a proposal to the European
Commission (EC) for 24.4 million tonnes a year (122 million t/5 years). EC lowered
the quotas to 12.7 million tonnes (63.5 million t/5y), i.e. by ca. 52%. 47 operators
are involved in quota trading in Estonia, including 39 from energy production, 6
from mineral industry and 2 from paper and pulp industry. GHG emission allowance
trading permits are issued by the Estonian Minister of the Environment pursuant to
Regulation of the Government of Estonia No 257 of 20 December 2007, which
establishes 1% January 2008 to 31% December 2012 as the period of GHG emission
allowances from stationary sources of pollution. 11,678,257 tonnes are annually
allocated to operators and 1,038,801 tonnes are annually kept in reserve for new
operators entering the trading system.

Estonia filed an action with the European Court against the European Commission
(Judgement of the Court 2009), claiming that the Commission made grave mistakes
in taking the decision and exceeded its authority. The Court agreed with Estonia and
stated that the Commission had no authority to substitute in the assessment of NAP
Estonia’s data with its own, which among other things did not sufficiently take into
consideration the Estonian energy policies and was not based on the correct GDP
growth prognosis. Additionally, the Court verified a violation of the principle of
good administration.

This court judgement means that the European Commission has to take new
decisions regarding Estonia’s pollution quotas. Estonia may not issue pollution
permits until the European Commission has made a new decision. Considering the
favourable situation in the previous so-called practicing period 2005-2007,
according to which the reference year for the quota trading was 1990 and the
reduction percentages for Estonia are governed by the Kyoto Protocol (Ratification
of the Kyoto Protocol 2002), Estonia is facing a situation where in 2008-2012 it has
to reduce emissions 8% against the 1990 levels. But, considering the actual situation
of Estonia in the reference year (we were a part of the USSR and with a different
economic structure) and our economic restructuring later, we are in a situation where
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we have already achieved this target (National Inventory Report 2009). Several
energy production enterprises used the favourable situation to improve their
economic situation, for example, Eesti Energia AS (EE; 100% of shares owned by
the Republic of Estonia), which in the 2006/07 financial year received
approximately 95 M€ for selling emission quotas in the Nord Pool electricity
exchange (EE’s yearbook 2007/2008). In the financial year 2007/08, the impact of
trading in emission quotas on economic performance reversed to -8.95 million EUR.
Quotas were not sold in 2007 due to the lack of interest in the stock exchange, on the
one hand; however, the significantly smaller than expected amount of quotas
allocated to EE under the second NAP brought about a need to make additional
expenditure for obtaining 2008 quotas. In the financial year 2007/08, EE was
estimated to spend 8.95 million EUR (ca. 0.36 million tonnes CO,/25€/t) on buying
quotas.

Electricity production and CO, emission in Estonia in the reference year (2007)

According to the statistical overview Energy Balance 2007 prepared by Statistics
Estonia (Energy balance 2007) (Figure 1, Table 2), Estonia produced 11402 GWh of
oil shale-based electricity, 350 GWh from natural gas, 235 GWh from oil shale gas,
22 GWh of hydro-energy, 91 GWh of wind energy, 36 GWh from other renewable
energy sources and 22 GWh from peat.

Eleciricity productionin 2007 =3l shale
(il shale gas
2.9 EWind energy
N Hydroenergy
EBiomasz andbicgas
1,9% ™2 Shale vil, other fuel oil
7 Peat

Natural gaz

Figure 2. Electricity output of 12188 GWh in 2007. (Development Plan of the
Estonian Electricity Sector until 2018)

The reference year for energy production and consumption calculations is 2007,
which is also the reference year for Development Plan of the Estonian Electricity
Sector until 2018.

Estonia has always managed to cover its electricity demand and also exported
electricity. According to the 2007 statistics, electricity production amounted to
12188 GWh (Table 1. Of this quantity, oil shale-based electricity accounted for
93.6%), which implies the amount of electricity measured at the power plant’s
turbine terminals. If to deduct from this power plant’s own use (889 GWh), then the
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amount transmitted via power networks to consumers is 11299 GWh. A part of it is
consumed by local consumers and the other part is sold for exports (2765 GWh).
After deducting network losses, domestic consumers consumed 7180 GWh in 2007.

Table 1. Electricity production and consumption in 2007 and CO, emission into the
atmosphere

Consumer Consumption | CO,emissions from | Percentage of
(GWh) electricity production total

into the atmosphere | consumption

M) %

Consumption in Estonia 7180 7.55 58.9
Network losses 1354 1.42 11.1
Total consumption 8534 8.97 70.0
Export 2765 291 22.7
Network total 11299 11.87 92.7
Power plant’s own use 889 0.93 7.3
Gross production 12188 12.81 100

Source: Statistics Estonia, author’s calculations.

The quantity of CO, emissions into the ambient air from electricity generation and
consumption in 2007 was found by calculating the physical indicators of various
fuels used for electricity generation in Estonia and the specific CO, emissions from
co-generation (1.05 ktCO,/GWh, Table 2).

CO, emissions have been calculated by using the determination method of carbon
dioxide emissions into the ambient air (Vélisdhku eralduva 2004). The special
emissions of carbon from combustion of oil shale in Estonian power plants and from
depositing shale ash are calculated by using the following formula:

(1) 4, oit shate=10|C" + k(CO2)},12/44) Q" , tC/T]

where

Q" — calorific value of oil shale, MJ/kg;

C" — carbon content of oil shale, %;

(COy)" v — mineral carbon dioxide content of oil shale, %; (Ots 2004)

tC/TJ — tons of carbon to Tera Joule;

12/44 — C/CO, molecular mass ratio

k — product gained by multiplying the factors which take into account the extent of
carbonate decomposition in oil shale combustion in boilers (k¢o,) and CO, binding
in ash fields (Kypouwna) (in pulverised combustion k = 0.64, in fluidised bed
combustion k = 0.40).

For calculating the real carbon emissions and carbon dioxide emission values, the
actual amount of carbon content in the combusted fuel is multiplied by the value
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characterising the oxidised part of carbon; the actual carbon emission value (Mc) is
calculated in gigagrams (GgC) by using the following formula:

2) Mc=1073><B'><qC><Kc

where

B - fuel consumption (TJ);

q. — specific carbon emission (tC/TJ);
Kc — share of oxidised carbon.

The CO, emission into the ambient air from combustion of a different kind of fuel
(M,,») in gigagrams (GgCO,) is calculated by using the following formula:

(3) Mc02 =Mcx44/12

where
Mc — carbon emission value (GgC).

Total CO, emission into the ambient air is calculated by summing up the CO,
emissions from combustion of all kinds of fuel.

CO, emission from combustion of oil shale in the co-generation regime
(simultaneous production of electricity and heat) amounts to 12404 thousand tonnes
(Table 2, second and fifth cells), while other fossil fuels emit into the atmosphere
ca 3% compared to oil shale combustion. Wind energy, hydro-energy, nuclear
energy, biomass and biogas as sources of energy are, according to the global
agreement, regarded as sources not generating CO,. Additional note: Estonia does
not produce electricity on the basis of nuclear energy.

It is interesting that on the basis of data provided in Table 2, the lower scale of
specific CO, emissions includes also natural gas (fossil fuel). Natural gas burns
more cleanly than other fossil fuels, such as oil shale and peat, and produces less
carbon dioxide per unit of energy released. Is this the reason why Russia and the
European Union have agreed upon building the Nord Stream gas pipeline? The
underwater part of the pipeline starts from the Portovaya Bay near Vyborg and runs
approximately 1200 km by the bottom of the Baltic Sea as far as to Greifswald in
Germany.
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Table 2. Electricity production in Estonia in 2007 on the basis of different fuels

Fuel used for Electricity Specific Electrical | Specific CO,
electricity production, CO, efficiency | emission per
generation emission (total) electricity

(thous.tonnes, (GWh for fuel n production,

million-m’) (total)) (kg/MWh) kg/MWh
Oil shale 11402 359 0.33 1087.9
Peat 22 370 0.3 1233.3
Shale oil 30 276 0.3 920.0
Natural gas 350 201 0.35 574.3

Renewable sources 149
Oil shale gas 235 201 0.32 628.1
12188

Source: Statistics Estonia, author’s calculations.

Oil shale-based electricity production efficiency has been calculated by taking into
consideration that electricity is generated in fluidised bed combustion. We assume
that the total efficiency of oil shale-based electricity is on average 33%. Shale gas as
a product of Eesti Energia Olitoostus AS is extracted in shale oil production and is
burnt in pulverised combustion boilers at Narva Power Plants; thereby the efficiency
is lower than in case of fluidised bed technology. VKG Energia AS is burning the gas
generated in shale oil production in energetic boilers together with oil shale. The
efficiencies of the co-generation regime of natural gas, peat, shale oil and fuel oil
are, according to producers’ information, between 0.3-0.35 or 30-35%.

Considering big reductions in the CO, quotas and the EU initiative for much more
extensive use of renewable energy, the renewable energy generation is a rapidly
growing sphere of activity. The main sources of renewable energy used in Estonia
are wind and biomass and to a little extent also hydro and biogas.

The Electricity Sector Development Plan 2005-2015 established the objective to
increase the share of renewable energy' (Renewable energy resources 2005) to 5.1%
in total consumption by 2010 and to increase the share of electricity generated in
combined plants of heat and electricity to 20% of total consumption by 2020
(European Renewable Energy Council 2009).

In 2007, renewable electricity accounted for 1.75% of total consumption. The
potential output of new renewable electricity production projects that should be
completed by 2010 will exceed the target (Kisel 2007).

! Renewable energy resource or renewable source of energy is the energy resource that can be
sustained indefinitely, e.g. waves, tides, solar energy, wind, geothermal energy, or which can be
regenerated in the course of biological processes in the ecosystem (biomass and biofuel —
timber, reed, energy forest, sugar cane etc) without their quantities being essentially reduced in
a time span of human significance; is not subject to CO, emission trading scheme, the quota

is 0.
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Support and subsidies for renewable energy

The cogeneration support schemes implemented in 2007 (Electricity Market
Act 2003) to increase the share of electricity produced in combined heat and
electricity plants to 20% of total consumption by the year 2020, have encouraged
erecting of new cogeneration plants (in 2009 cogeneration plants were built in
Tallinn and Tartu) and the share of cogeneration is increasing (a power plant is being
erected at Pdrnu and several small cogeneration plants are being planned in different
regions of Estonia). The subsidisation® has sharply increased investors’ and energy
producers’ interest in using biofuels.

With its resolution of 28" January 2010, the Riigikogu essentially amended the
Electricity Market Act so that a producer has the right to receive support from the
transmission network operator for the electricity supplied starting from 1% July 2010
if it is generated from biomass in efficient cogeneration regime, unless electricity
from biomass is produced in the condensation regime.

The Republic of Estonia also promulgated (Decision No 621. 2010) the law
amending the Electricity Market Act, which was passed by the Riigikogu on 28"
January 2010. At the same time, the President sent the Chancellor of Justice a letter
requesting that he should pay special attention to a provision of the aforementioned
Act, which will abolish as of 1% May 2007 the support for operators who generate
electricity from biomass in summer.

The President can only reject a law as a whole. This would mean that provisions
which are in line with the Constitution and must be passed as soon as possible to
open 35 per cent of the Estonian electricity market as of 1st April 2010 and to avoid
threatening of the construction of an EU supported second submarine
communications cable between Estonia and Finland, would also remain ineffective.
The Chancellor of Justice has the right to contest single provisions of any law, if
appropriate.

In 2009, the Minister of the Environment with his Regulation No.14 approved of the
structural aid award measure for more extensive use of renewable energy sources for
energy generation. The purpose of the aid was to increase the share of renewable
energy sources in the energy balance and to reduce pollutant emissions from the
energy generation system. This Regulation should increase producers’ and investors’
concern for the energy production development in different regions of Estonia and
disperse energy concentration in the eastern region.

% For example, peat fuel boiler houses operating in efficient co-production regime are paid for
produced and net transmitted electricity according to the Estonian Electricity Market Act,
which is 81 cents/kWh (Estonian currency, lEUR=15.6466EEK), or receive subsidy 50
cents/kWh, correspondingly. For using wood fuel (as a renewable fuel), the subsidies are
significantly higher: subsidy of 80 cents/kWh or electricity sold to the net for the price of 115
cents/kWh.
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Main provisions and scenarios in the electricity sector development plan

The Development Plan of the Estonian Electricity Sector (Development Plan of
Estonian Electricity Sector 2009) underlines that oil shale is a strategic mineral
resource for Estonia and electricity generation from oil shale is a characteristic of the
Estonian energy sector — nearly 94% of electricity is produced from oil shale.

Considering the best scenario set out in the electricity sector development plan
(Table 3), the capacity of co-generation plants must be increased to 300 MW (net
capacity during peak hours 260 MW) by 2014; 2x300 MW oil shale fluidised bed
combustion units (net capacity 270 MW) should be erected by the end of 2015; by
2012, desulphurisation and denitrification systems (net capacity of 4x150 MW) must
be installed in four of the existing old 200 MW oil shale units; by 2013, the capacity
of on-shore wind turbines must be increased to 400 MW (Table 3). The decisions
concerning the investments in all these capacities shall be made before the end of
2010. For that purpose, application programme of the electricity development plan
for 2009-2010 and prognosis up to year 2018 were approved by the Government of
the Republic of Estonia. Since then the following has been done: 13™ March, the
Board of Eesti Energia AS (BEE) signed a contract with the company Alstom for the
installation of desulphurisation system (4 units) for the Eesti Power Plant oil shale
pulverized energy blocks; on 21% May 2009, BBE took a decision to construct
2x300 MW oil shale fluidised bed combustion units (the procurement process in
progress); on 16" July 2009, the Baltic Republics’ most powerful Wind Park
(Aulepa) with the capacity of 39 MW was opened in Noarootsi Municipality; on 17
December, BBE approved of the construction of Waste to Energy Block (50 MWy,
and 17 MW,) at Iru Power Plant (in March 2010, a contract was signed with the
enterprise CNIM) (Eesti Energia 2009).

The subsequent increase in the capacity of wind parks (included in the list of
renewable energy sources and has a positive effect on the CO, trade balance) is most
expedient on the sea, but this matter requires further studies. Production capacities
must be constructed in the range of the capacity of wind turbines to balance the
instability of the production of wind turbines and also to cover the consumption
peaks. Partial closure of the units supplied with purification equipment in Narva
Power Plants may be considered after putting the shale oil fired gas turbines into
service presumably in 2018.

A need to increase the capacity of emergency reserves in 2016 is conditioned by the
erection of the submarine cable Estlink 2 (with the estimated capacity of 600 MW).

Such an increase in transmission capacity is also a precondition for future
integration of the Baltic Republics’ energy market into the Nordic power exchange
Nord Pool Spot. Moreover, the new link will increase the reliability of the Baltic
energy systems, at the same time reducing their dependence on Russia. Advantages
of the second cable between Estonia and Finland were analysed in a cross-regional
study with the participation of Nordel, BALTSO and Polish regions, which was
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completed in February 2009. The results show clearly that the cable will be socio-
economically useful for the Baltic Sea region (Figure 3).

><\.,

.»t OHelsmgl
I
Inkoo % Ta"lnn Rakvers =
\ o—o
"‘Jl
“e

Figure 3. Integration of the Estonian electricity network into the neighbouring
countries’ network in 2010.

Capacities of the emergency power installations can be used also for ensuring the
reserve capacity of nuclear power plants (in CO, trade nuclear installations are
regarded as not emitting carbon dioxide). All gas turbine installations must be
capable of using at least two types of fuel, preferably domestic resources and
renewable sources of energy (author’s remark).

The electricity production of every power plant depends on the market situation in a
particular year and therefore it is nearly impossible to predict the volume of their
electricity production. Electricity market regulation must guarantee that the structure
of production capacities in Estonia is diverse and we have sufficient production
capacities in case it is not possible to buy electricity cheaper elsewhere. However, a
justified question arises in the case of importing cheaper electricity (for example,
from Russia) about the true existence of the so-called clean electricity certificate. In
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a free market situation, electricity producers face an unequal competition situation in
case of cheaper electricity inflow from third countries.

Electricity production under free market conditions

On the basis of 2020 prognoses, the situation should change fundamentally (Table 4,
Figure 4), i.e. the share of oil shale-based electricity generation will decrease to ca.
40%, whereas the share of renewable energy will increase to the approximate level
of 31%.

The results gained by using the CO, calculation methodology show that the CO,
emission amount will be ca. 5.7 Mt (million tonnes) in 2020. In 2020 compared to
2007, the domestic consumption of electricity is estimated to increase: in 2007 the
domestic consumption of electricity was ca. 8200 GWh (Table 1, export and
transmission losses excluded) and in 2020 it is estimated to be 10480 GWh, i.e. the
growth is ca. 22% (Table 4). Decrease in the emission amount of CO, will be gained
due to the expected use of different energy sources, compared to those used in 2007
(Figure 2), in the designed power plants based on renewable energy sources or gas
(Figure 4). The share of oil shale-based energy production will decrease from 83%
to 44% resulting in a further reduction of CO, emissions from ca. 12 Mt to 4 Mt.

Wind Parks  MNarva Power T —
Pealz load W ..'El.ants_ — Plants ooil shale
reserveplants : ____J_4O/o
7%
Wind Parks Co-generation
rebalancing plants renewable
plants lflef/l
22% (]

Figure 4. Electricity production in Estonia in 2020. (Author’s calculations)
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Table 3. Electricity production development trends until 2020
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Table 4. Projected electricity production and CO, emission values in 2020
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Conclusions and discussion

In 2007 Estonia generated 12.2 thousand GWh or 12.2 TWh (terawatt-hours) of
electricity, including 8.2 TWh for domestic consumption after deducting export
losses. The domestic production projected for 2020 is ca. 10.5 TWh, which makes
an annual growth of ca.2.2%. The transmission network operator (now called
Elering OU) has planned 1.8-3.5% for annual electricity production growth
(Development Plan of the Estonian Electricity Sector 2009; Elering OU 2009),
which is associated with the economic growth of 3-7%. Elering’s plans coincide
with the author’s prognosis.

According to the National Allocation Plan 2008-2012, quotas are allocated to the
energy enterprises participating in the CO, emission allowance trading scheme in the
amount of 12.7 MtCO, annually. Hence, considering the 2.2% growth of electricity
production, we are short of relevant quotas (12.8 MtCO,/y2007) which we need to
obtain from the trade sector. In case the European Commission respects the
judgement of the European Court to re-negotiate the quotas allocated to Estonia in a
positive direction for Estonia (in which the author doubts), then Estonia will have
excess carbon dioxide quotas (ca 12 Mt/y) and energy producers will have an
opportunity to avail them to make energy generation more effective and consumer
friendly.

Considering the prognosis that electricity exports will remain on the level of 2007
(Table 1), i.e. ca 3 MtCO,, the CO, emission values in 2020' would be ca 9 MtCO,,
i.e. ca 30% less than in 2007.

On the basis of calculation results presented in Table 1 we can see that energy can be
saved and CO, emissions reduced not only by reduction of the fossil fuel usage (for
example, implementation of a different economic structure from year 1990 in
Estonia, usage of different renewable fuels, etc.), but the relevant spheres where
energy can be saved and CO, emissions reduced are: energy consumption (the CO,
emission level ca.60% of total production), electricity export (correspondingly
ca 23%), a smaller effect of network losses (11%) and plant’s own electricity use
(7%). These intermediate stages concerning the whole power system should
constitute the main study targets either when choosing energy efficient products,
auditing one’s home energy use, implementing energy smart plans when building a
new home or saving on transportation costs.

From 2013 the European Union Energy and Climate Package (European Parliament
2010) will take effect. In the framework of this Package, the EU Heads of State and
Government set a series of demanding climate and energy targets to be met by 2020
—reduction in EU greenhouse gas emissions of at least 20% below 1990 levels; 20%
of EU energy consumption to come from renewable resources; 20% reduction in
primary energy use compared with projected levels, to be achieved by improving

* As the quota trading rules for the period after 2012 are not clear yet, this topic will be
developed further in the next market analyses and studies.
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energy efficiency. This subject is not analyzed in this paper, but will be elaborated in
future research.

In order to implement the best scenario described in the Development Plan of the
Estonian Electricity Sector until 2018, so as to ensure the competitiveness of
electricity producers in the free market conditions influenced by the CO, emission
allowance trading, the erection of power plants (Development Plan of the Estonian
Electricity Sector 2009) must be ensured under national regulations with the help of
support schemes, state aid, tax policies and legislative measures. The CO, quota
allocation policies after 2012 require further in-depth analysis and will be discussed
in the next articles.
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Abstract

The share of temporary tasks and activities organised through projects and/or
programmes is increasing in modern societies and also in businesses, non-profit and
public organisations. To manage an increasing load of projects and programmes, the
majority of organisations employ more skilled project management professionals
and develop their project management capabilities. Against that background, most
governments globally have not paid much attention to the development of project
management. In other words, the project management capability (or maturity) has
not been a macro-level or policy concern. The article explores the importance of
project management capabilities and the need for suitable policies, and outlines a
policy for the development of project management.

Keywords: economic policy, entrepreneurship, project management, projectification
and programmification, project orientation, entrepreneurial orientation
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Introduction

In contemporary societies we can observe an increasing share of temporary tasks
and activities which are — or at least should be — organised and managed through
projects and/or programmes. It means that projectification (or projectization, project
orientation, etc.) is taking place everywhere — in businesses as well as in non-profit
and public organisations, influencing all levels from a single individual to society as
a whole. The increasing load of projects and/or programmes forces organisations to
employ more skilled project management professionals and to develop their project
management capabilities. Against that background it should be acknowledged that
the overwhelming majority of governments globally have not paid much attention to
the development of project management. In other words — the project management
capability (or maturity) has not been recognised as a macro-level or policy concern.

The article has a dual objective: to explore the importance of project management
capabilities and the need for suitable policies; and secondly, to outline a policy for
the development of project management. The first section provides a brief overview
of the essence and development of project management (as a practice field and an
academic discipline). The second section relates project management to coherent
disciplines. The third section unfolds the relevancy of project management and
advocates the need for a suitable policy. The fourth section reviews entrepreneurship
policy from the viewpoint of using it as a basis for project management policy. The
last (fifth) section outlines a policy for the development of project management and
presents main common points of these two policies.
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1. The Essence and Development of Project Management

Project Management (hereinafter PM) is an ‘ancient’ phenomenon, used throughout
the recorded human history and even before it. Understandably, there is not much
evidence from pre-historic period, but Cleland and Ireland (2006) see three types of
evidence — artefacts (like the Great Pyramids), cultural strategies (like the Magna
Carta), and literature and documents. Moreover, they (/bid.) rely on a widely used
example of a pre-historic project — the building of the Ark by Noah.

Perhaps nobody doubts that the mankind has used PM for a very long time, but as
(academic) discipline and profession, PM is surprisingly young. For instance, cited
before Cleland and Ireland (2006) pointed out that only in 1950s PM was formally
recognized as a discipline and in even early 1970s PM was regarded as ‘accidental
profession’. In spite of that, the new profession was defined in the late 20" century.

As projects and PM have been used for thousands of years, it must not be surprising
that common understandings and definitions have also changed. At the time, it may
be surprising that up to now a variety of definitions is used both for project and PM.
In-depth look and comparison of definitions does not fit the scope of this paper, but
Cleland and Ireland (2006) point out that PM (in whatever form, even rudimentary)
has been used to create change or deal with change in societies. The prior statement
is important because it links PM to innovation since ancient times. Most scholars
agree that contemporary PM came into being in 1950s. During these 50-60 years the
discipline has evolved noticeably and is defined in PM literature.

Within the last decades PM has been promoted by professional associations. The
leading global PM organisations are the Project Management Institute (PMI)' and
the International Project Management Association (IPMA). There are also regional
organisations (like the Australian Institute of Project Management — AIPM) and
national professional bodies in most countries. Professional organisations define PM
in specific documents, called Bodies of Knowledge (PMI) or Competence Baselines
(IPMA) or just Competency Standards (like AIPM). These competency standards are
valid for the members of particular association, especially for those who apply for
professional certification.

It is generally accepted that the PM discipline has appreciably evolved and (despite a
lack of solid evidence) it is often claimed that the use of projects as a form of work
has increased (Cicmil ez al. 2009). This process is also called ‘project orientation’ or
‘projectization’ and/or ‘projectification’.

! Both PMI and IPMA are acting worldwide, but are different anyhow.

PMI (www.pmi.org) is more unified, consisting of chapters (currently more than 250 chapters
in more than 70 countries/states), the headquarters are in Pennsylvania, USA.

IPMA (www.ipma.ch) is an ‘umbrella’ for national associations (currently 50 associations in all
continents), started in Europe and has spread to Americas, Asia, Africa and the Middle East.
Direct membership of IPMA is possible only when there is no national association.

AIPM (www.aipm.com.au) was independent until September 2009, when it joined IPMA.
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The concept of project orientation by Gareis (2004) considers that companies are
becoming more project-oriented. Gareis (2002) expanded this concept as well for
societies?, because more projects and programmes are performed also in new social
areas, such as (small) municipalities, associations, schools and even families. Gareis
(2002, 2004) has also developed maturity models for project-oriented companies (or
organisations) and societies and used these maturity models for benchmarking and
assessment of the PM competences of various societies and companies.

Projectization is a relatively older phenomenon. Since the mid-1960s it has been
often claimed that our society is becoming increasingly projecticised, i.e. organised
in terms of time-limited sequences of (inter)action. This development, which has
affected even personal lives of people, was caused by increased use of the project
work form; and also by increasing tendency to view ongoing processes (or
“business-as-usual”) as limited in time and scope. (Packendorff 2002) According to
Ekstedt et al. (2005), projectization is a typical trend for neo-industrial
organisations, which is playing a crucial role in many interesting developments —
including the labour market, which might be affected by increasing projectization.

The term projectification appeared in the middle of 1990s in the article of C. Midler
(1995), examining Renault’s journey towards project orientation. The concept of
project orientation was taken from Gareis earlier (1989) publication ‘Management
by project: the management approach for the future’. This heading indicates that this
domain (project orientation, projectization / projectification) appears under different
labels — ‘management by projects’ has (nearly) the same meaning.

Maylor et al. (2006) reviewed the evolution of projectification and introduced a new
phenomenon ‘programmification’, standing for implementation of programmes and
programme’ portfolios as management mechanisms in organisations. They claimed
that projectification has considerably extended the definition of project and noted
that projectification has not been a panacea for individuals or organisations and its
cost-benefit balance has to be critically assessed. Besides that, they adjusted the
understanding of projectification, eliciting that its novelty was not in the trend of
organising work through projects but in the organisational changes that accompanied
this trend. Finally, they suggested that “... whilst project-level analysis is important
and still has plenty of potential to explore, the multi-project level presents an area of
great interest for both practitioners and scholars.” (/bid.) Consequently, it represents
a promising research agenda and this idea has already been developed further — like
in the concept of “project business” by Artto & Kujala (2008).

% Gareis (2002) uses a construct ‘project-oriented society’ (POS) for a society, which applies
frequently projects and programmes, and provides project management-related education,
research and marketing services.

3 The cited source speaks about programme portfolios, but more customary term is project
portfolios. By widely used definitions, programmes consist of projects, but it is not obligatory
to combine (all) projects into programmes — some projects may be stand-alone, but these
should be also counted into the project portfolio of an organization.
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2. The Relations of Project Management

An important aspect regarding PM (including the relevancy of PM) has already been
explored in the overview presented before. As Cleland and Ireland (2006) revealed,
PM is used to create or deal with change in societies. This links PM to innovation
since ancient times. The importance of innovation is definitely acknowledged in
academic literature, as well as in policy documents (like CIP 2005), therefore longer
discussion could be omitted here. Entrepreneurship and innovation, as well as
pertinent policies are also tightly linked: this is evident in policy documents (CIP
2005) and in academic literature, for instance Drucker (1985) and Acs et al. (2009).

As there are inherent links between project management (PM) and innovation, and
between innovation and entrepreneurship, one can assume that there is also a link
between PM and entrepreneurship, but when looking at academic literature, these
two fields seem to be not linked at all. However, there have been some essential
developments during the recent years. Precisely, a new subtopic has emerged within
the past years — PM in small and medium enterprises (hereinafter SMEs*). Until the
very recent years, the PM literature almost entirely’ focused on large organisations.
The breakthrough was made by Rodney Turner, Ann Ledwith and John Kelly (2009)
stating that “SMEs do require less-bureaucratic versions of project management...”
and pointing out that there is a “... need for further research into the nature of those
‘lite’ versions of project management designed for SMEs” (Ibid.). Therefore we can
say that PM and small business management are linked — somehow already during
decades (a proof is the book (1984) of Kerzner and Thamhain), but considerable
development is probable in the near future.

The link between PM and entrepreneurship may seem still open. So the question is —
are small business management and entrepreneurship (exactly or at least nearly) the
same or not? The mainstream answer could be yes (see Acs et al. 2009), even though
some aspects are not yet unambiguously clear for small business management and
entrepreneurship scholars. Furthermore, the situation is changing. The specificity of
small organisations has not interested the researchers for a long time in the past, but
developments can be seen in most fields in the last decades. For instance, strategic
management, which was considered relevant only to large enterprises, has acquired a
considerable position in small business literature (Birley 1994). In order to obviate
long discussion, let us just elicit that only small (and perhaps also medium) business
can be the really entrepreneurial ones; big organisations (even if they are fully
private) are usually tangling in bureaucracy (Acs et al. 2009). In literature there are
concepts like intrapreneurship, which could help to turn bigger organisations more
entrepreneurial, but there are certain limits to apply them in practice.

* The European Commission (2005) defines SMEs in following subcategories: medium — up to
250, small — up to 50 and micro — up to 10 employees. These subcategories have only upper
limits: smalls can be counted into mediums, micros into smalls and mediums.

* A notable exception should be mentioned here — a book by Harold Kerzner and Hans
Thamhain ‘Project Management for Small and Medium Sized Businesses’ (Wiley 1984).
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Preceding brief discussion of interrelations of innovation, entrepreneurship and PM
is shown (in a more visual way) in Figure 1. As seen on the figure, the role of a link
between entrepreneurship and PM is (at least so far) realised by innovation.

Project i~ -~ Entrepreneurship
Management

Figure 1. Mutual Relations of Innovation, Entrepreneurship and Project
Management.

Although there is not (yet) direct link between entrepreneurship and PM, the dashed
arrows allude to possible rapprochement. However, there is still a distance (or empty
space) between these professional fields, as well as between academic disciplines.
The relations of entreprencurship and PM deserve a special treatment, which does
not fit into the scope of a conference paper; however, some parallels will appear in
the brief survey of entrepreneurship policy and entrepreneurship, following later.

3. The Relevancy of Project Management

In cited before article Turner et al. (2009) also emended the existing understandings
of the relevance of PM. Relying on (actually commonly known) realities that SMEs
play an important role in all national economies’, they claimed that PM can play a
significant role in facilitating SMEs and their contribution. This claim is based on
their finding that in average projects account for one third of the turnover of SMEs.
Thus, projects in SME sector account for about one fifth of the economy. This is
more than Western economies spend on large infrastructure projects, but regrettably,
projects in SME sector deserved almost no attention in PM literature. In parallel, the
topic of large infrastructure projects is quite popular in PM literature. (/bid.) As their
statement is based on a rather small sample — 280 companies, the generalisation of
their results may be a somewhat doubtful, but nevertheless, their statement sounds
credible — especially in contemporary projectified society.

® For instance, in EU the SMEs generate 56% of GDP and 70% of private sector employment.
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An important contribution of Turner et al. (2008) is concretisation of total share of
project-based activities in world economy. Taking into account the share of projects
in SME sector and the share of new capital formation’ (large infrastructure projects)
they claimed that about one third (1/3) of the world economy is done via projects. It
could be said even at least one third, because only SME sector projects give one fifth
and adding another (even more than) one fifth by new capital formation, the sum is
forty percent. Nevertheless, as the data about the share SME sector projects are from
developed economies, it is correct to summarise them with the share of new capital
formation in developed countries. In developing countries, where the share of new
capital formation is bigger, the share SME sector projects may be lower.

Perceiving that the total share of project-based activities in the world economy is (at
least) one third, it is astonishing that governments do not give much credit to PM.
Turner et al. (2008) give also positive (in some measures) examples like China, UK
and Australia, but most of countries do not really care much about PM. Besides the
governments, the academic (management) community does not treat PM seriously.
For example, no department in business schools in US has PM in its name and
Journal of Management does not include PM in its list of key words. Because of all
afore-mentioned, Turner et al. (Ibid.) called PM as ‘Cinderella subject’.

Despite of its ‘Cinderella-status’ regarding academic (management) community and
governments, the popularity of PM as a practice field has grown at exponential rates
during the recent decades. The exponential growth could be seen mainly in the
membership of leading professional associations like PMI (see Figure 2).
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Figure 2. PMI Membership Growth in 1969-2008. (PMI 2009)

" Turner et al. (2008) stated that 22% of the global economy is spent on new capital formation,
but there are differences by countries — in US & UK 16%, in India 24%, in China 38%.
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Nearly the same (but more linear) trend could be seen in the total number of issued
PMP?® credentials, presented in Figure 3.
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Figure 3. Total number of issued PMP credentials (2000-2008). (PMI 2009)

Spectacular growth of PM as a practice field can be explained by overall demand for
workforce in project-oriented occupations, which have been growing faster than in
other occupations. According to PMI (2009) this trend is continuous — in U.S from
2006 to 2016, employment in project-oriented occupations across all industries will
grow an average of 1.5% while the average across all other occupations will be 1%.
It is reasonable that even greater demand of project-oriented workers is expected in
projectised industries, which account for nearly one-fourth of GDP of US. Besides,
these industries are growing faster than the overall economy. From 2006 to 2016 in
US the GDP of projectised industries will grow about 5.6%, compared to 3% for
total GDP growth. The most remarkable tenor of PMI is probably in the statement
that “... the current global economic situation (the global crisis or decline — AK) will
not affect this long-range growth” (/bid.).

Another proof for the increasing popularity of PM is the development of education
and training. A perfect example could be China, where more than 100 master-level
curricula in PM have been opened recently (PMI 2009). Similar developments are
taking place globally, but despite of that, PMI is worried about the situation. Nearly
any large company in US has already had difficulties in recruiting and retaining PM
professionals. The situation will probably become worse because of the retirement
of currently working PM professionals. It means that much more people should be
educated and trained to overcome the critical shortage of PM professionals. (/bid.)

Perhaps the presented reality is convincing that the governments all over the world
should start paying attention to the development of PM or — in other words — there is
a need for appropriate policy.

# PMP (Project Management Professional) is the most popular credential (or qualification),
issued by PMI (Project Management Institute) (PMP Credential Handbook 2009).
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4. Entrepreneurship Policy as a Basis for Project Management Policy

Like PM, the term entrepreneurship is also standing for a phenomenon and/or for an
academic discipline. Characterising entrepreneurship in academic literature, we can
see word(ing)s like eclectic (Verheul ef al. 2001) or lacking a conceptual framework
(Shane and Venkataraman 2000). This is certainly not usual for a ‘solid’ academic
discipline and relying on that parallelism we can say that entrepreneurship is another
‘Cinderella subject’. Continuing with drafting parallels, it should be pointed out that
entrepreneurship (or entrepreneurial behaviour) is also probably as old as mankind.
At the time, some scholars are more positive about entrepreneurship. For instance,
Davidsson (2003) perceives significant progress in entrepreneurship research and the
‘emerging field’ is promising, as Shane and Venkataraman (2000) pronounced.

The (new) entrepreneurship policy (or E-policy®) has grown out of traditional SME
policy, but differs from its precursor by two important distinctions. Firstly, it focuses
on enabling, rather than constraining of economic actors. Secondly, its orientation
has changed, following the changed role of entrepreneurship in society. During the
post-World War II era, the importance of entrepreneurship seemed to be fading, but
nowadays entrepreneurship has been recognised as the driver of economic and social
development. (Audretsch 2002) Compared to (traditional) SME policies, E-policies
have a much broader focus. Whereas SME policies are mostly targeted at existing
enterprises, E-policies include also potential entrepreneurs. It means that E-policies
are more process-oriented, while SME policies are focused on organisational units
on the enterprise-level. E-policies encompass multiple organisation units, ranging
from individuals to enterprises, as well as clusters or networks, which might involve
a sectoral and/or spatial dimension — a city or region, or even country. Nevertheless,
Audretsch (/bid.) considers it important to emphasise that SME policy still remains
at the core of E-policy, but the latter tends to be more systematic.

Audretsch (2002) points out another distinguishing aspect. Traditional SME policies
were implemented by ministries or specific government agencies, which exist in
(almost) every country and by now there are well established policy instruments to
promote SMEs, but there are no institutions for the promotion of entrepreneurship.
E-policies cover a broad spectrum and belong to a number of ministries/agencies,
from education to immigration, trade, etc. Thus, no agency exists (and probably can
not exist) for a real E-policy.

Lundstrém and Stevenson (2001) also speak about evolution from SME policy to
entrepreneurship policy and underline that the move to E-policy is quite recent. They
also provide a historical overview on SME policies and point out that the forerunner
of E-policy was born in the beginning of 1950s. It is noticeable that we can observe
concurrences with the chronology of first courses in the field of entrepreneurship
(eWeb 2006). These coincidences are probably not accidental and so we can say that
entrepreneurship policy is as old as entrepreneurship (as academic discipline).

? Abbreviation ‘E-policy’ was introduced by Lundstrém and Stevenson (2001), but because
prefix E (or e) is widely used for ‘electronic’ (mail etc), this clarification is probably necessary.
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In the path to E-policy, Lundstrom and Stevenson (2001) point out its basis — the
efforts to increase the supply of entrepreneurs in the economy, what should lead to
the creation of new firms. According to their view, governments develop the SME
sector using a set of policies — Policy Mix, which change in content over time.

A traditional (SME policy) policy mix consists of four elements (/bid.):
1) Ensuring efficient functioning of markets and institutions through the
adjustment of legislation and regulations;
2) Provision of information and advice;
3) Provision of debt and equity financing;
4) Provision of tax incentives.

Moving to E-policy, the mix broadens to encompass another four elements (/bid.):
5) Elimination of barriers to entry;
6) Promotion of entrepreneurship;
7) Entreprencurship education;
8) Creation of new structures, products and services to meet the needs of new
starters and under-represented target groups.

In addition they (/bid.) mention that movement towards entrepreneurship policy will
be associated with promotion of entrepreneurial culture.

Lundstrom and Stevenson (2001) also provide a typology of E-policy, but they have
not built their on “an empty place”. For instance, they refer to Verheul ef al. (2001),
who outlined five types of policy intervention influencing entrepreneurial activity.
The most important contribution of Lundstrém and Stevenson (2001) is unfolding a
set of different E-policy orientations and organising them into a set of Entrepreneur-
ship Policy Typologies. Briefly these typologies are (/bid.):

- SME Policy ‘Extension’ — new elements figure as ‘add-on’ to existing SME
programmes and services, but entrepreneurship education and promotion of an
entrepreneurship culture are not normally strategically addressed.

- ‘Niche’ Entrepreneurship Policy — entreprencurship efforts are formulated
around specified population groups. There are two types of ‘niche’ policies:

1) targeted on groups those are under-represented as business owners — women,
youth, ethnic minorities, unemployed, etc;

2) targeted on people with the highest potential for starting high-growth firms —
researchers, etc., named also ‘techno-entrepreneurship policy’, because the focus
is on R&D support, venture capital support, university-based incubators and
incentives for graduates and researchers to build technology-based firms.

- New Firm Creation Policy — focusing on facilitating the business creation;
could be devoted to encouraging start-ups among specific target groups like
women, etc.

- Holistic Entrepreneurship Policy — cohesive approach, encompassing all of
the policy objectives and measures and integrating other E-policy types.

Authoring this typology, Lundstrom and Stevenson (2001) point out a quite common
problem related to such typologies — the real objects (the countries or governments
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or policies) do not always fit in these types. In other words, in real life we may not
find any country with purely one or another type of policy and rather we can find
certain combinations and the situation (or “picture”) is probably changing over time.

According to Lundstrom and Stevenson (2001), all SME and E-policy measures are
designed and implemented through different structures. It means that the architecture
of these structures (or institutions) is also important. As Audretsch (2002) argued,
there are no single institutions able to promote entrepreneurship or implement real
E-policies, because they cover a wide spectrum, which should belong to a number of
ministries or agencies. The findings of Lundstrdm and Stevenson (2001) show that
units, responsible for small business or entrepreneurship agenda, exist everywhere'®,
but differ in name, size, affiliation, mandate, responsibility scope, influence, etc.
Irrespective the structural diversity, they (/bid.) noted three prevailing structural
approaches, each with its strengths, problems and challenges. Briefly, these three
structural approaches are (/bid.):

- Umbrella agencies with special authorities. Can effectively influence activities
of other departments and target their actions on the SME sector, but (because the
responsible agency has own programmes to manage) the management may take
a lot of time. Over time, this could result in a more vertical than horizontal
focus.

- Horizontal, multi-ministerial models. One ministry co-ordinates E-policy, but
has a plenty of consensus and co-operation. The policy agenda tends to be
transparent and coherent; usually is presented in one document that combines
the objectives and measures being pursued by each co-operating ministry, but
programme and service delivery is very much devolved to the regional or local
level.

- Vertical or ‘silo” models. Responsibility for different parts of E-policy is split
among several departments, each responsible for its sector, region or objective,
with minimal collaboration in an integrated manner. Policy objectives are
crushed along bureaucracy and buried in documents of several government
departments. Each department focuses on its own agenda, which does not
support a coherent and integrated policy. Any entrepreneurship development
activity tends to take place at the local or regional level with minimal national
guiding frameworks.

It is easy to agree with Lundstrom and Stevenson (2001) that the vertical model has
more disadvantages and the umbrella and horizontal models aim to overcome them.
In addition they (/bid.) note that there is still a lot of experimentation in search of the
optimal structure, frequent attempts at restructuring and rationalizing, but structures
are difficult to change and often governments end up with ‘more of the same’.
Because a cohesive E-Policy is impacted by a number of policy areas, a horizontal
approach makes sense, but strong central leadership is also needed. They noted that
the more integrated E-policy becomes in agenda, the more horizontal is its approach.

19 Their research covered ten countries.
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Regardless of structure, there are a series of challenges to overcome (/bid.):

- managing the horizontality of policy issues across many government
departments,

- coordinating the activity of different levels of government (from central to
local),

- maintaining links between policymakers and entrepreneurs,

- maintaining links between research and policy and between policy development
and local, programme delivery,

- maintaining linkages with the network of non-profit and private sector actors.

Last but not least, Lundstrdom and Stevenson (2001) outline six major categories of
action in an E-policy agenda:

1) regulatory environment for start-ups,

2) promotion of entrepreneurship,

3) entrepreneurship education,

4) small business support infrastructure,

5) target group strategies,

6) access to financing and seed capital.

For some categories (areas) they provide more detailed subdivisions. For instance, a
comprehensive entrepreneurship education programme requires (/bid.):

- inclusion of entrepreneurship as a component in national curriculum guidelines;

- development of curricula, teaching resources and teaching models that

emphasize student-centred learning and ‘hands-on’ project-oriented activities;

- professional development of teachers;

- building of resource centres and networks for the exchange of best practice;

- business-education partnerships;

- entrepreneurial orientation of schools and administrations;

- building of community support;

- opportunities for students to experiment with venture projects and activities;

- student venture programmes and student business loans;

- significant budget allocations;

- commitment from both ministries (economic affairs and education).

Under the small business support infrastructure they point out some of the emerging
innovations and approaches geared to reducing the barriers of new entrepreneurs to
information, know-how, networks, expertise, advice on quality, etc. These are
(Ibid.):

- one-stop shops;

- online portals;

- mentoring;

- incubators;

- target group enterprise centres;

- professional development for business advisers;

- orientation for all professional actors (beyond the business advising

community);
- networks (some governments have specifically made this an E-policy issue).
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In order to remain within the scope of a conference paper, in-depth examination of
all these major categories (areas) will be omitted, but particular examination will go
on in the next section, drafting a policy for Project Management.

5. Drafting a Policy for Project Management

This section will present the draft principles for the development of the Project
Management Policy (hereinafter PM policy). It could be useful to start by examining
the relevancy and applicability of six major categories of action in an E-policy

agenda for the PM policy. This is presented in Table 1 and discussed afterwards.

Table 1. Relevance of major categories of E-policy for PM-policy

Relevance and applicability for PM-policy
Low relevance. Advocates the need for less-bureaucratic versions

E-policy categories
1) regulatory environ-

ment for start-ups
2) promotion of

entrepreneurship
3) entrepreneurship

of project management, suitable for SMEs, including for start-ups.
High relevance. Category of E-policy can be taken over to a full
extent, but renaming it into “promotion of project management”.
High relevance. It can be taken over to a full extent. It is related to

education previous item (also in E-policy). E-policy and PM-policy have a
lot of common here, so can support each other and save resources.
Medium-high relevance. Some innovations/approaches could be
incorporated into PM-policy directly, but some should be adapted.
Existing enterprise centres should also function as “PM Centres”.
Medium-low (but possibly growing) relevance: most E-policy
target groups (youth, new graduates, women, minorities, immi-
grants, unemployed and people with disabilities, and fast-growth
technology entrepreneurs) could be relevant for PM-policy.

Low relevance. Also advocates the need for ‘lite” versions of
project management, suitable for SMEs, including for start-ups.

4) small business support
infrastructure

5) target group strategies

6) access to financing
and seed capital

The aim of regulatory environment for start-ups is to reduce the disproportionate
administrative burden on small firms, and mainly in the start-up phase. Its relevance
for PM policy is considered low but not zero. According to Turner et al. (2009),
SMEs require less bureaucratic versions of project management (PM) and this
matches the main idea of this E-policy category. There is a significant difference,
however. E-policy is targeted at the administrative burden prescribed by legislation.
The existing PM methodologies have been developed for large organisations and are
quite bureaucratic but their application is not obligatory. For instance, start-up of a
SME is a project but most entrepreneurs probably do not use sophisticated PM
methodologies for the planning and implementation of the start-up process. On the
other hand, if there were a PM methodology suitable for them, the start-ups would
probably use it and this would decrease the failure rate. Underestimating the start-up
time is a common reason for failure of newly established small businesses (see
Barrow 1998) and also a typical problem in project planning.

The aim of promotion of entrepreneurship is mainly to create widespread awareness

in society and to increase legitimacy of entrepreneurship. As stated before, PM is a
‘Cinderella subject’, the governments, and also the academic community do not treat
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PM seriously. Because companies and societies are becoming more project-oriented,
the development of PM should be a macroeconomic concern.

Reminding that PMI (2009) is worried about the lack of young PM professionals,
the conclusion is that there is an essential need to (start to) promote PM. So this
category of E-policy can be taken over to a full extent and introduced in PM policy
as “promotion of project management”. This will be a wide and important category;
its implementation will require coordinated efforts from public authorities (who are
the main policymakers), professional and business associations, etc.

Entrepreneurship education was specified in Section 3. It should be recognised that
education and promotion are related, both in E-policy and in PM policy. It is also
relevant here to remind of the worry of PMI about the lack of young PM
professionals. As the previous category of E-policy, it can be taken over to a full
extent under the name “project management education”. We should note that E-
policy and PM policy have a lot in common and so they can support each other. As
seen before, in this E-policy category projects and project-oriented activities are
mentioned directly and also indirectly in some issues. It is appropriate to cite
Christophe Bredillet'' here: “Project Management is the entreprencurial side of
business” (PMI Teach 2010). Considering this, it would be possible to combine two
policies (E-policy and PM policy) in many aspects. Such combination will allow
achieving more with fewer resources. Combination would be possible in including
entrepreneurship in national curriculum guidelines, developing curricula, teaching
resources, teachers, etc.

The aim of the small business support infrastructure is to reduce the barriers of new
entrepreneurs to information, also networks, etc. This E-policy category includes
some emerging innovations and approaches and some of them could be taken over
and incorporated into PM policy. A good example is web portals. They could be
used for providing information and services for PM professionals, also for top
managers of permanent organisations (in private, public and voluntary sectors), for
clients of PM services and other interested parties. Certainly mentoring could be
used also for PM professionals, especially for people who manage projects in SMEs
(probably most of them have started to work with projects without any preparation).
Business incubation is a project-based activity by its nature. The idea of target group
enterprise centres could be adapted indirectly. In E-policy, they are mostly targeted
at underrepresented groups among entrepreneurs — women and national minorities.
As this issue has already arisen in PM literature (see Duong & Skitmore 2003), the
corresponding issue in PM policy should take into consideration specific needs of
female and non-native PM professionals but probably not establish special centres.
Also, in general, there is no need to create duplicate support systems for PM because
enterprise or (small) business centres (SME support systems) already cover most
regions and the existing centres should also function as “PM Centres”. But this leads

' Dr. Christophe N. Bredillet is a professor and dean of postgraduate programs of ESC Lille
School of Management (France) and editor of a leading journal “Project Management Journal”,
published by PMI and Wiley.
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to other subtopics — development of business advisers and orientation for all actors.
If the existing enterprise centres will also function as project management centres,
their personnel has to be trained in project management.

Target group strategies are for focusing on specific groups. The prevalent target
groups in E-policy are young entrepreneurs and new graduates, women, ethnic
minorities and immigrants, also unemployed and people with disabilities, and fast-
growth technology entreprencurs. In E-policy we can see some overlapping — this
topic appeared already before, in relation to support infrastructure — and this could
be (at least partially) taken over to PM policy. Its relevance to PM policy is not very
high at the beginning, but will probably grow in the near future, because the
importance of creation of equal opportunities is growing.

Access to financing and seed capital is one of the oldest issues in SME policy (the
forerunner of more developed E-policy). It persists in E-policy, but its relevance for
PM policy is not high. At the moment, there is a parallel regulatory environment (for
start-ups) because both have to reduce the entry barriers that entrepreneurs face,
especially in start-up phase. It is commonly known that businesses need additional
financing (loans, equity or venture capital, etc) in revolutionary phases of
development, such as starting a business or introduction of new products, services,
markets, etc. This links entrepreneurship and PM, because revolutionary phases are
normally treated as projects (Bredillet 2005). So these E-policy and PM policy
categories could also be linked (similar to the first category in Table 1), expecting
that better planning of projects (especially using PM methodology suitable for
SMEs) will help small entrepreneurs to access external financing.

For the conclusion of the discussion, it is possible to point out the key categories of
PM policy. These have been presented and briefly commented in Table 2.

Table 2. Key categories of PM-policy

PM-policy categories Importance Comments and affinity with E-policy

1) promotion of project High Corresponding category of E-policy can be taken
management over to a full extent.

2) project management High Also can be taken over to a full extent. E-policy
education and PM-policy have a lot in common here, can

support each other and save resources.

3) support infrastructure ~ Medium- Some innovations/approaches in E-policy could
for PM (combined with high be directly incorporated into PM policy and some
existing small business indirectly adapted. Existing enterprise centres can
infrastructure) also function as “PM Centres”.

4) target group strategies =~ Medium E-policy target groups are relevant, but PM-policy
(particularly a strategy ~ (possibly should accure SMEs as specific target group. The
for SMEs and suitable ~ growing) priority in this should be a ‘lite’, less-bureaucratic
for them PM toolset) project management toolset, suitable for SMEs.

As seen in Table 2, there are two highly important categories: 1) promotion of PM
and 2) PM education. Fortunately, in these categories PM policy can easily learn and
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take over from E-policy. Promotion of PM is probably the only (almost) ‘pure’ PM
policy element. In education, there are more possibilities for combination and co-
operation between PM-policy and E-policy and even more in support infrastructure.

The support infrastructure could be (mostly) common for small business and project
management. Because of no need for the development of a specific infrastructure for
PM (the existing enterprise centres can also function as “PM Centres” and resources
are certainly limited), the importance of this category is considered as medium-high.

The most comprehensive category in PM policy is target group strategies, because it
involves three categories of E-policy — in addition to its corresponding category it
involves regulatory environment for start-ups, and access to financing and seed
capital. As the last two advocate the need for less bureaucratic (‘light’) versions of
project management, suitable for SMEs, including for start-ups, there is a need for a
strategy for SMEs. In this strategy, a priority should be elaboration of a PM ‘toolset’
suitable for SMEs. This will increase the importance of this category from medium-
low (as estimated relevance in Table 1) to medium. The importance of this category
will probably grow, as the importance of creation of equal opportunities is growing.

The implementation of PM policies will need appropriate structures. As discussed
before, there is no need for the development of specific infrastructure, because the
existing enterprise centres (names are different) can also function as “PM Centres”.
Bearing this in mind and considering that existing E-policies have a lot in common
with the drafted PM policy it is possible to conclude that separate structures are not
needed also for the design and implementation of PM policies. But at the same time,
I would like to remind of (cited before) Audretsch (2002) and also Lundstrém and
Stevenson (2001). According to them, E-policies cover a broad spectrum which
belongs to a number of ministries/agencies and thus single institutions cannot
implement a real E-policy. According to my opinion, this could be even more valid
for PM policy because its spectrum is even broader.

Conclusion

The first parts of the article explored the importance of project management (and teh
respective capabilities) and the need for adequate policies. Project Management is an
‘ancient’ phenomenon, but as an academic discipline, relatively young and
emerging. So project management is called ‘Cinderella subject’ because the
governments and also the academic community do not treat it seriously. Under such
circumstances it is understandable that up to now project management has not been
a macro-level or policy concern. But, perceiving that the total share of project-based
activities is (according to a modest estimate) one-third of the world economy, it is
obvious that governments should give much more credit to project management. In
other words, there is a need for a suitable policy (i.e. PM policy). Examining the
relations of project management has demonstrated that although there is (as yet) no
direct link to entrepreneurship, these disciplines are linked through innovation
(Figure 1) and possible convergence can be observed. Although there is still a
distance between these professional fields, as well as between academic disciplines,
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entrepreneurship policies (which have been developed everywhere, also called E-
policy) could serve as a basis for PM policies.

The last section of the article outlines a policy for the development of project
management, presented briefly in Table 2. It is somehow surprising that E-policies
and PM policies have a number of (more or less) common issues and even the
respective structures could be combined. Certainly this will allow efficient use of
resources.

The main limitation is the insufficiently thorough examination of relations of
entrepreneurship and project management but this would be too wide a subject for
the scope of a conference paper. This topic deserves special treatment in future.
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THE ABILITY OF TOURISM EVENTS TO GENERATE DESTINATION
LOYALTY TOWARDS THE COUNTRY: AN ESTONIAN CASE STUDY'
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Abstract

The purpose of this paper is to investigate the ability of the sport and cultural events
to generate destination loyalty and repeat visitations. Passive mobile positioning
(PMP) method will be used to analyse the behaviour of tourists during two years
after 15 different events. The findings of the study revealed that some events are
very useful for the states and generate large amounts of repeat visitations. The
results presented in this paper could be used by Estonian Ministry of Economic
Affairs and Communications and by Enterprise Estonia developing the Estonian
tourism policy.

Keywords: destination, destination marketing, destination loyalty, repeat visitation,
events, customer loyalty, free sample promotions, passive mobile positioning
method, Estonia
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1. Introduction

Due to the globalisation countries and places are faced with increasing competition
among each other. The competition is for foreign direct investments, visitors,
business locations and residents. (Kotler et al. 1999) As more mobile are capital,
people and enterprises, as more attractive must places be. For that reason the special
field of marketing “place marketing” is aroused. One section of place marketing
dealing with tourist’s segment is called “destination marketing”. One possible way
to market the destination is to arrange events. There is lots of literature investigating
how big or mega-events influence the imago of the destination or create destination
awareness. For that reason it’s quite common that big events are patronized by
governments — they invest to the imago and awareness of the country.

At the same time marketing is shifting towards the relationship marketing and
customer relationship management (Gummesson 1999). The principle that it is
cheaper to hold existing customers than getting new ones (Rosenberg et al. 1984) is
followed today in most of companies. Therefore it is very important to attend on
repeat visitations and think on state level how to generate repeat visitations. The
focus of this paper lies on quite slightly investigated field — on the ability of events
to generate repeat visitations. Small and medium sport and cultural events (concerts,

! This study has been prepared with finantcial support received from Estonina Science
Foundation (Grant 7405 and 7562) and from the Estoninan Ministry of Education and Research
(target Financing SF0180037s08 and SF0180052s07).
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festivals and competitions) not patronised by governments are under the
investigation. As a result of the paper it must appear that is it reasonable for
governments to participate in arrangement of events and what kind of events are
most efficient to use for destination marketing to generate repeat visitations.

2. Theoretical background
2.1. The nature of the destination and destination marketing

Place marketing is a phenomenon as local community engaging local authorities,
entrepreneurs and residents, plans and implements marketing activities to improve
the attractiveness of the place for the different target groups (e.g. for residents,
enterprises, investigators, visitors). Place marketing means the designing and
developing a place in the way that satisfies the need of the target segments. (Rainisto
2003) Place marketing is succeeded if residents and enterprises are happy and
satisfied and expectations of visitors and investors are met (Kotler ef al. 1993).

Rainisto (2003) claims that the treatment of the place marketing is not ideal and
needs to be developed substantially. Karavatzis (2005) states that recently there is a
shift towards the branding in the literature of place marketing. Also Skinner (2008)
points out that place marketing is turned into place branding. She explains the
difference of those two terms: “place marketing™ is more concerned with overall
management issues and the term “place branding” is more linked to a place’s
promotional activities, creating a distinct identity in the minds of the various target
groups.

As already mentioned place marketing is directed to the different target segments. In
this paper only segment of tourists is under considering. For tourist’s segment the
special field of place marketing is used — “destination marketing”. Skinner has stated
that place marketing originates from destination marketing. In the 1990s, as places
became more competitive there came the period when it was realised that places
may attract not only tourists but also investment and industry. In this period there
was a shift from the use of the word “destination” to the use of the more-
encompassing word “place”. Nowadays those two terms are used parallel the term
“destination” continues to occur most frequently to describe places in the tourism
literature, whereas the term “place” itself dominates in articles on the subject in
business and branding journals. (Skinner 2008)

Destination marketing facilitates the achievement of tourism policy, which should be
co-ordinated with the regional development strategic plan. Marketing of destinations
should also guide the tourism impacts optimisation and the maximisation of benefits
for the region. (Buhalis 2000) As Rainisto (2000) also Skinner (2008) asserts that
destination marketing literature is shifting towards branding too.

If in the place marketing literature the place is treated simply as a physical

geographical (natural or historical) or an administrative area (country, city, district
etc) (Rainisto 2003) then the definition of destination is more complicated. Buhalis
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(2000) states that a destination is as a mix of all locally offered products, services,
and experiences.

Lichrou, O’Malley and Patterson (2008) accent that destination must be not treated
as a static place concerning only physical aspects. Destination is a dynamic
phenomenon, including also immaterial aspects (myths, culture etc). Framke (2000)
has investigated in very detail the nature of the destination. He concludes that
destination is a place with identity generated by activities, interests, infrastructure
and attractions related with it. He also claims that destination could be anything that
exists somewhere in certain time and offers any social activity to tourist. Thus, it is
possible to conclude that destination could be:

e a geographical area (city or country) — for example Paris

¢ a natural or artificial attraction — for example Disneyland in Paris

e an event — for example any concert or sport event in Paris.

The meaning of the destination depends on the purpose of visitor. The findings of
Fennell’s (1996) research revealed that visitors with different purpose have different
behaving patterns. Visitors with certain interest link their moving trajectory and
activities with places concerning their certain interest on goal. Visitors who have no
special interests move on the substantially larger area.

Conclusion presented above has a crucial importance for this paper. It allows
arguing that if the visitor is going to visit some event, the destination will be the
event not the area where the event is taking place. This area could be treated as a
free promotional sample which is given to the customer with the main product. In
principle, there has to start the same mechanism as if customer goes to buying the
washing powder and gets a free sample of conditioner. If the customer likes the
sample the probability that the customer will next time go and purposely buy the
conditioner increases (see next chapter). In the same way, if the visitor of the event
likes the geographical area the probability of repeat visitation should increase and in
this time the destination will be the geographical area and not the event anymore
(see figure 1). This treatment is obliquely supported by the Kozak’s research that
revealed that the satisfaction with entertainment package increases the intentions to
repurchase the entertainment package or revisit the vacation area by vacationers
(Kozak 2001).

First visitation Repeat visitation

Event as a
destination

Area as a
destination

Tourist

Area as a free
sample

Figure 1. The change of the destination due to the free sampling.
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2.2. Free sample as promotional method to generate repurchases

The effect of the sales promotion on the sales is investigated since 1980. Because the
purpose of the sales promotion is to make customers feel that exactly right now is
the right time to purchase some product mainly the short-term effects of the sales
promotion methods (coupons, price discounts etc) have been in focus. (See for
example. Gupta 1988; Abraham ef al. 1993; Ailawadi et al. 2007; Bandyopadhyay
2009)

Promotional free sampling differs from other sales promotion methods because there
is proved a long-term effect on sale. Free sampling has an ability to generate
customer loyalty and repurchases. (See for exmple Gedenk et al. 1999; Bawa et al.
2004; Villas-Boas 2004, Seetharaman 2004). Mentioned effect is caused by learning,
which bases on the buying experience (Gedenk et al. 1999). In many cases
customers cannot evaluate adequately the worth of the commodity before they
haven’t consumed it. With help of the fee sampling customers are able to evaluate
the qualities of the product and compare them to the previous experiences. If those
qualities are better than other products have, the customer will prefer this new brand
to the others. (Villas-Boas 2004) Also, the customer would prefer the familiar brand
to the others he or she has no experience before (structural state dependence)
(Seetharaman 2004).

If to put the treatment presented above to the context of this paper it is possible to
claim that tourist visiting the event has an opportunity to experience the qualities of
the free sample — of the country where this event takes place — and on that basis to
evaluate the worth of the country for him or her. If the tourist will to do a repeat
visitation to that country he or she either has preferred this country to others because
of the better qualities of this country or has made a safe decision preferring a country
with he or she has at least some experiences to the totally unknown countries.

2.3. Repeat visitation as an expression of customer loyalty

There are multiple approaches to customer loyalty created since Copeland (1923)
came out with his treatment of customer loyalty. Until 1970 theories of behavioural
loyalty (repeat purchase behaviour) were dominating (see for example Cunningham,
1956; Farley 1964; Jacoby 1971; Ehrenberg 1974; Tucker 1964; Sheth, 1968;
McConnell, 1968; Harary et al. 1962). These approaches (except Copeland’s) looked
the customer loyalty as a stochastic behavioural phenomenon. These theories did not
attempt to explain why customers behave loyally. Bass (1974) stated that even if
behaviour is caused by some variables but the bulk of the explanation lies in a
multitude of variables, which occur with unpredictable frequency, then, in practice,
the process is stochastic.

During the late sixties the popularity of stochastic models dropped and some
deterministic views on loyalty were proposed (for example McConnell 1968; Day
1969; Jacoby et al. 1973). These approaches asserted that loyalty does not concern
only behavioural aspects but there are also some psychological processes behind it.
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Contemporary researches (Oliver 1999; Chaudury 1995; Dupe 2000; Reichheld
2003; Hofmeyr et al. 2000) consider and accent the psychological (mostly attitudinal
and emotional) factor of loyalty. Based on previous approaches it is possible to point
out two general types of the customer loyalty — behavioural and emotional. Both
have some subtypes. These types of loyalty are presented on the figure 2.

Customer loyalty

Behavioural loyalty

Emotional loyalty

Affective
loyalty

Forced
loyalty

Conative
loyalty

Active

Functional
loyalty

loyalty

Figure 2. Types of customer loyalty.

In the case of behavioural loyalty it important that customer behaves loyally buying
and consuming only products or services offered by certain firm or brand. At the
same time the customer has not to have any emotional bonds with this firm or
brand. On the contrary, in the case of emotional loyalty the emotional bond is
needed. Therefore these two concepts do not exclude each other. Loyally behaving
customer could but not have to be emotionally loyal. Jones and Sasser have named
these types of loyalty accordingly as false and true long-term loyalty (Jones et al.
1995: 90). Hofmeyr and Rice call first one as loyalty and second one as
commitment (Hofmeyr et al. 2000: 87).

There are several reasons for that way customers are behaving loyally without
having any emotional bond with offerer. First of all they could be forced to behave
loyally — if there is no alternative brand or there are exit barriers created by offerer
(Buttle 2004). Secondly, in the case of a inert loyalty customers do no switch
because of cosiness and habit — for example, if brand differences are not very big
and important to the customer (Wernerfelt 1991) or if the customer believes that the
existing brand is better than other (Oliver 1999) or if the customers feels the risk
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that other brands could be worse than the existing one (Hofmeyr et al. 2000).
Thirdly, in the case of functional loyalty the customer has a very rational reason to
behave loyally. For example Wernerfelt (1991) points out the cost based loyalty.

In the case of emotional loyalty there is an emotional bond emerged between
customer and the brand. By this type of loyalty it is not important what does the
customer do but what does he or she feel. It is the strongest type of loyalty and is
the result of the enduring long-term relationship. Several authors (Hofmeyr et al.
2000; Moorman et al. 1992; Morgan et al. 1994) have named this type of loyalty as
a commitment. Reichheld has defined emotional loyalty as a willingness of the
customer to invest or donate for the strengthening of the relationship with the
offerer. (Reichheld 2003) Also Hofmeyr and Rice (2000), Moorman, Zaltman and
Deshpande (1992) and Morgan and Hunt (1994) have stated that committed
customer is ready to forgive some short-term troubles and seeks the ways to
continue the long-term relationship.

By the treatment of Oliver (1999) it is possible to distinguish three phases of
emotional loyalty:

o Affective loyalty — customer has some positive feelings aroused towards the
brand. It is because that customer is satisfied. At the same time this type of
loyalty is very vulnerable and could vanish if there any kind of dissatisfaction
will occur.

e Conative loyalty — customer has an inner urge aroused to prefer a concrete
brand. This bond is much stronger than in the case of the affective loyalty.

e Active loyalty — customer has an inner urge to prefer a concrete brand and he or
she is ready to overcome any obstacles to get this brand.

There are two levels of analysis of loyalty: micro (individual) and macro
(aggregated) level (Jacoby et al. 1978). The micro level is linked with attitudes
answering questions as why customer is loyal and what kind of variables affect his
or her loyalty to certain brand or destination. Macro level measures only the
behaviour — the outcome of attitude. Oppermann (2000) suggests to use behavioural
characteristics of destination visitation for measuring destination loyalty because
destination selection and trip planning are high-involved decisions and therefore
spurious loyalty (not very positive attitude but high repeat purchase) is little likely to
occur. This statement is supported also by research done by Hernandez-Lobato and
others (2006) and Kaplanidou and Vogt (2007) that revealed that the loyal behaviour
is determined strictly by the attitudinal loyalty or by the intentions to revisit.

Thus, the appearance of the repeat visitation by the customer should express that
there is emotional or functional loyalty aroused. For example Alegre and Cladera
(2009) founded that a very important influencer of the repeat visitation intention is
satisfaction with previous visitations. There are other possibilities too. For example
Oppermann (1998), Mitchell and Greatorex (1993), Milman and Pizam (1995),
Gitelson and Crompton (1984) and Baloglu (2001) have founded that one reason for
repeat visitation is familiarity of the destination. This comes from the risk avoiding
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behaviour — even a bit unsatisfied tourist could come back to the destination because
it is less risky than to go somewhere else. Unknown destination could hide bigger
troubles than familiar destination has. According to that the appearance of the repeat
visitation should express also the existence of inert loyalty. Kuusik, Ahas and Tiru
(2009) founded that repeat visitation could be caused also by the forced loyalty — for
example long-distance drivers who have to visit the destination quite often — like
they that or not — because they have to execute the task.

As a conclusion it is possible to say that repeat visitation could express the existence
of an emotional (customer likes the destination), functional (it is somehow useful for
a customer to visit the destination), inert (customer is used to visit a familiar and
safe destination) and also forced loyalty (visitor is executing a task). Due to a
promotional free sampling occurred repeat visitation should express the existence of
the emotional or inert loyalty.

2.4. Events as a part of destination marketing

Events are an important motivator of tourism, and figure prominently in the
development and marketing plans of most destinations. There are several ways to
categorise events. Based on the theme of the event there could be distinguished three
general types of event: business events, sport games, and cultural celebrations. It is
possible to categorise events based on the size of the event (local, regional,
hallmark, and mega-events) and also based on the periodicity of the event (one-time
and periodical events. (Getz 2008)

Events play important role in community-building, urban renewal, cultural
development and in fostering national identities. (Getz 2008) Todds and Joppe
(2001) have pointed that cultural and sport mega-events and festivals are in
development strategies of the cities beside development of infrastructure and imago
creation among of the three most important strategic activities. Wood (2005) has
stated that if the local governments strategically plan the events, it is very important
to systematically collect objective data after events about execution of the event.
Only after the deep analysis of collected data it is possible to evaluate, did the event
fulfilled the economic and social goals it had.

There are several goals assigned to the events by the destinations and in the
literature there are lots of approaches treating influences that events have to the
destination. As a summary it is possible to say that events help to achieve following
goals of destination marketing:
e To generate direct cash-flow — tourists’ spending in destination area. (Wood
2005; Breen et al. 2001; Crompton et al. 1994)
o To bring tourists to the area during the event. (Getz 2008; McCartney 2005)
e To create positive and distinct imago for the destination (Getz 2008; Hede 2005;
Richards et al. 2004; Kaplanidou et al. 2007)
o To create awareness trough the mass media (Green 2003)
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o To fulfil general goals of destination marketing — to be the best place for living,
working, and investing. (Getz 2008; Wood 2005)
e To generate repeat visitation (Kaplanidou et al. 2007)

In this paper the focus is on the last and relatively slightly investigated and quite
under estimated goal of the event — to generate repeat visitations.

2.5. Conceptual framework

From the chapter 2.1 turned out that meaning of the destination for the tourist
depends on the purpose of the tourist. If the purpose is to visit an event, the
destination is the event and not the country where this event is taking place. This
gives the opportunity to treat country as a free promotional sample that tourist gets
when he or she is “buying” an event. From the chapter 2.2 revealed that this free
sample gives to the tourist opportunity to evaluate the qualities of this country and it
is possible that he or she comes back to this country because the country has better
attributes than other destinations have or it’s just safer to come back to the familiar
place. Thus, according to the chapter 2.3 this free sample produces any kind of
emotional or inert loyalty towards the country and it appears as repeat visitation
where the destination will be the country not an event (arrow “b” on the figure 3).

First visitation Repeat visitation

Event as a

destination “
b

Country as a
free sample

Event as
destination

Tourist

Country as a
destination

Figure 3. Possible destinations of repeat visitation.

In the case of periodical events it is possible that the tourist will be loyal towards the
event only (allow “a” on the figure 3). In this case the repeat visitation will take
place due to the emotional (tourist likes the event), inert (tourist is used to visit this
event) or forced loyalty (tourist works for this event).

Thus, in the following chapters there will be investigated:
- do different events generate repeat visitations;
- are those repeat visitation caused by destination loyalty towards the country
where the event was taking place, or
- are those repeat visitation caused by destination loyalty towards the event itself .
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3. Data and methods
3.1. Methodology

Recent developments in information and communication technologies (ICT) such as
using different mobility databases in geographical information systems (GIS) are
advancing surveying methods in geography and tourism studies. One of the
emerging subjects in geographical studies is connected with mobile (cellular) phone
positioning datasets and location-based services (LBS) Mobile positioning data has
great potential for applications in space-time behaviour studies addressed in
studying tourism geography, though there are various restriction and pre-conditions
in ICT applications. (Ahas et al. 2008)

Passive mobile positioning data is historical or real-time proximity data that is
automatically stored in mobile operators’ memory files as locations of telephones or
call activities in network; or the hand-over between network cells; or intensity of
calls in antennaec (Erlang values) (Ahas er al. 2008). In contrast to passive
positioning, active mobile positioning is a technique where the location of mobile
phones is gathered by special request in real-time (Ahas et al. 2007).

Passive mobile positioning data is promising source for economic and social studies
as this huge historical dataset with geographical and often few socio-demographic
attributes can provide feed for various current and new research topics. The major
problem is access to this data, as mobile operators do not share it freely and easily.
This is primarily due to privacy issues and commercial secrets. Data protection and
privacy are important issues in the mobile positioning based approaches as highly
sensitive personal information can be obtained. Management of data used in current
research is handled by Positium LBS where requirements specified in EU directives
on handling personal data (Directive 95/46/EC) and the protection of privacy in the
electronic communications sector (Directive 2002/58/EC) are strictly implemented.
The Estonian State Data Protection Agency has approved methodology, data
management and analyses practiced by Positium LBS. The main principle that must
be followed is keeping the identity of all respondents unknown. This principle is
followed in during all data management as the data obtained from operators are
already pseudonymous. The representation of data has also strict rules that keep out
the possibility of identity leaks to third-parties.

The stages of gathering and processing the passive positioning data of roaming
service users:

1. The location of antennae of the start of roaming service users’ incoming and
outgoing call activities such as calls, SMS, MMS, GPRS etc are stored in
operators’ database.

2. These log files are processed to make the data pseudonymous — meaning real
phone numbers are transformed by a special one-way algorithm into unique
ID, so there would be no computable link to real person.

3. Such pseudonymous data is obtained from the operator and copied to secure
servers of Positium LBS.

164



4. The country of SIM card network is considered the county of origin of the
person. So, roaming service users are considered as foreign tourists or foreign
visitors.

5. The unique ID of the person remains as long as this person does not change
his/her phone number. This is how it is possible to identify repeating visits.

6. For each person’s call activity the actual time of the beginning of the activity,
country of origin and the spatial coordinates of the antenna where the call
activity was registered is gained.

7. Because the network antennae are distributed unequally throughout the country
and network coverage is also different, there is unequal spatial accuracy —
dense areas such as urban areas and dense roads have much higher antennae
density than rural areas.

8. There are lots of differences between the call activity statistics of different
tourists. For example people who make fewer calls might be underestimated.
Also differences in cultural background of phone usage, people not using cell
phone on the trip, using other operator’s roaming service and other possible
places for estimation errors. Though there are special algorithms being
developed to compensate the possible biases, they are not used in current study
as this is the primary study of the topic.

9. For each visitor all visitation periods are calculated. Each visit has a starting
and ending date of the visit. The overall period of visits calculated is from end
of April 2005 until the end of September 2009.

10. Single visitation is considered a period when visitor conducts call activity.
Large gaps between call activities are considered a time when visitor is not
present in the country.

The data of one of three Estonian mobile network owners, EMT is used in current
study. The penetration rate of EMT is considered to be 40-45% (EMOR 2008)
during the study period. Although no data for the actual penetration rate among
roaming service users is available, and there is also no reliable statistics available for
actual visitors’ number, the size of the sample is considered representative to be used
in current study.

3.2. Methodology used in the study

10 different events were studied in current study. For each event a number of visitors
of the event were filtered based on the proximate antennae and time of the event.
The procedure was as follows.

1. The proximate antennae are discovered based on geographical location near the
event and on algorithm which detects abnormalities in the number of call
activities and load during event. The antennae that were affected by larger
number of visitors than usually are marked as event covering antennae. (see
figures 4 and 5)

2. The ID-s that made call activities during the event in marked antennae are
considered event visitors.

3. All visits of those filtered visitors are singled out from main visitation database
for study.
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Figure 5. Location of antennae close to the location of event.

The filtered visits dataset combines all visits of those tourists who visited selected
events and shows how many visitors had previously visited Estonia, how many of
them visited Estonia for first-time and how many of them came back later.

It must be noted that the dataset combines the total of 4.5 years of visits data, so
visits before April 2005 are not recorded. Also the visitors might have changed their
phone number during that period, therefore being misrepresented in this dataset.
Those two nuances are though contradicting as the longer the period the more
reliable this set is in the sense of data continuity, but also the chance of people
changing their number is higher. Because all the events have the same risks of bias,
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the comparison between them is possible, though absolute numbers must be handled
accordingly.

3.3. Data

10 different events (Table 1) were selected to be analyzed in current study. The
events were selected by special algorithm, which marked substantial increase of
foreign call activities in clusters of antennae during short period of time. The
locations of antennae and the dates of the increase were compared against the list of
events. 10 specific events were matched this way and people who made call
activities during that period in that location were flagged as event visitors of these
events. The visitation dataset for selected visitors in current study is from
23.04.2005 to 31.09.2009.

Table 1. Studied events

Number of
Name Start End visitors Type and description
One-time cultural event
Metallica 2006 13.06.2006 |14.06.2006 4753|(Concert)
Periodic cultural event
Gaudeamus 2006 [30.06.2006 [2.07.2006 1183 |(Baltic choir festival)

Periodic cultural event
(International ballet,
opera and music
Brigitta 2006 19.08.2006 {20.08.2006 592 |festival)

Periodic sport event
(International horse

Kalev 2006 29.09.2006 |2.10.2006 536/show)
Periodic sport event
Alexela 2006 13.10.2006 {15.10.2006 801 |(International rally)

One-time sport event
(International football

Est-Eng 2007 6.06.2007 |7.06.2007 648 |match)

Péarnu Hansa Periodic cultural event

2007 29.06.2007 [1.07.2007 1128|(Hanseatic city festival)
Periodic cultural event

Ollesummer 2007 [4.07.2007 |9.07.2007 912|(National beer festival)

Marilyn Manson One-time cultural event

2007 22.12.2007 |23.12.2007 490|(Concert)

One-time sport event
(International Karate
Karate EM 2008 |2.05.2008 |5.05.2008 383 |competition)

The number of foreign visitors and the country of origin gathered from passive
positioning database depend on the profile and size of the event. Well publicized and
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large internationally known events attract many foreign visitors and play important
role in shaping the image of organizing organization and country. According to
organizer’s estimation around 8000-9000 foreign visitors attended concert of
Metallica in the capital Tallinn in 2006. A total of 4753 foreign visitors were
registered from positioning database. Students’ singing festival Gaudeamus in
second largest city Tartu attracted 1183 visitors according to positioning data.
Traditional events play significant part in attracting visitors to smaller places in
Estonia. For example 1128 visitors attended Parnu Hanseatic days in 2007.

Visitors from neighbouring countries are most common visitors of events in Estonia.
Large majority of tourists are from Finland, Latvia, Sweden, Russia, Lithuania and
Norway. The nationality of events visitors is usually similar to average Estonian
visitors’ nationality (Ahas ef al. 2008).

Other nationalities are less important. There are some niche events attracting also
non-traditional nationalities amongst others to Estonia (e.g. Karate Europe
Championship). Visitor numbers to those events often reflect the organizers and
participants of the event rather than ticket-buying visitors, though in sense of
tourism industry they are not less important.

Table 2. National distribution of foreign visitors

Event FI |LV |LT |SE |RU |DE |NO |GB |FR |MK|Other|Total
Metallica

2006 40,1128,6(24,1(3,3 |1,6 2.4 100,0%
Gaudeamus

2006 8,3 |44,8(32,0(1,8 2,9 10,2 (100,0%
Brigitta 2006|70,9 |3,4 2,4 (83 (2,9 12,2 {100,0%
Kalev 2006 (72,9(15,713,5 (3,2 |1,1 3,5 100,0%
Alexela 2006 |38,3 43,7 (6,0 7,2 1,2 3,5 100,0%
Est-Eng

2007 6,6 6,0 1,9 12,6 |75,2 7,7 100,0%
Péirnu Hansa

2007 65,2116,0 (4,9 3,5 2,8 7,6 100,0%
Ollesummer

2007 60,11(4,2 3,9 6,1 |7,7 18,0 [100,0%
Marilyn

Manson

2007 4,7 |88,8 1,6 2.2 2,6 100,0%
Karate EM

2008 21,719,4 10,4 6,3 5,5 |146,7 [100,0%
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4. Results

By all events involved to the current paper the rate of the first-time visitors was
above 35% (see Table 3). Most productive in generating new visitors were student’s
song festival Gaudeamus (83%), Est-Eng football match (80%), concert of Metallica
(75%), and Karate EM (70%) In the cases of other events the rate of first-time
visitors was between 35%-50% of total visitors.

Table 3. Statistics of foreign visitors by the events

First-time

Number visitors who

of total | Number of | Percetage | came back | Percentage

visitors first-time of first- during 2 | of first-time

during the | visitors in time years after | visitors who

event the event visitors event came back
Event A B B/A (%) C C/B (%)
Metallica
2006 4753 3608 | 76% 1188 33%
Gaudeamus
2006 1183 976 | 83% 265 27%
Brigitta 2006 | 592 253 | 43% 120 47%
Kalev 2006 | 536 266 | 50% 184 69%
Alexela 2006 | 801 308 | 38% 276 90%
Eesti-
Inglismaa
2007 648 517 | 80% 27 5%
Pérnu
Hansapédevad
2007 1128 465 | 41% 178 38%
Ollesummer
2007 912 347 | 38% 122 35%
Marilyn
Manson 2007 | 490 246 | 50% 83 34%
Karate EM
2008 383 267 | 70% 19 7%

The ability to generate repeat visitations differs essentially from the ability to
generate new visitors (see table 3). As seen on the figure 6 the most productive event
in generating repeat visitors were Alexela Rally and Kalev Horse Show (the rates of
first-time visitors who came back to the Estonia during 2 years after the event are
accordingly 90% and 69%). Very specific sports events (as football match and
Karate EM) practically do not generate repeat visitors (rates are very low —
accordingly 5% and 7%).
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Figure 6. Repeat visitors by destination (percentage of first time visitors).

As is seen on the figure 6, most of the events that generate repeat visitors, generate
country based destination loyalty. Exceptions are periodic specific sports (Alexela
2006 and Kalev 2006) and cultural events (Brigitta 2006) that generate both country
based and event based destination loyalty. Whereas one-time specific (Metallica
2006 and Marilyn Manson 2007) and periodic broad cultural events (Gaudeamus
2006, Pirmu Hansa 2007 and Ollesummer 2007) generate only country based
destination loyalty.

5. Discussion and conclusions

As mentioned in chapter 2.4 events play very important role in the destination
marketing and have several goals to fulfil. The paper is focused on the relatively
weakly investigated field —the ability of events to generate repeat visitations. In this
paper the loyalty was analysed on the macro level as suggested by Oppermann (see
chapter 2.3). Ten most influential events were analysed. Following the Getz (see
chapter 2.4) there were covered regional and hallmark events. Local do not attract
tourists and there are no mega-events in Estonia. Also were covered one-time and
periodic cultural and sports events. Only business events were not covered due to he
lack of broad international conferences or other business events.

Results revealed that all events are good generators of new visitors. On the one hand
it fits to the first two goals of the destination marketing presented in chapter 2.4: to
generate direct cash flow and to bring tourists to the area during the event. On the
other hand it gives us the opportunity to treat events as sales promotion tool in the
destination marketing mix. As the results are in accordance with the aim of sales
promotional tools — to make customers feel that it’s the most appropriate time for
buying or consuming. Most effective in attracting new visitors are events that have
special theme and audience as football match, students’ song festival, karate EM and
concert of Metallica. It is very likely that a quite big amount of visitors is related to
the event itself and they are forced to be loyal.
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In the ability of generating repeat visitors or visitation the variation is bigger. It
revealed that some very specific sport events are not good creators of destination
loyalty. Very likely professional athletes and also staff of the event are too busy and
they have no time and possibilities for testing a free sample. In the same time, all
events for any kind of tourist are very good generators of repeat visits. Results
revealed that country as a free sample works very good — eight events out of ten
generated about 30% of loyal tourists who returned and their destination was Estonia
and not a specific event.

Thus, it is possible to say that country as a free sample creates emotional and inert
loyalty. As a side effect, some events generate a loyalty towards the event itself. In
this case the loyalty could be emotional, functional, inert, and even forced.

Based on this research following conclusions could be drawn:

1. PMP method is appropriate for collecting data about the movements of tourists
and to create the destination marketing strategies on state level.

2. Small and medium sized events are essential tools for destination marketing.
Therefore the planning and arrangement of those events should be organised in
deep cooperation between state authorities and private firms.

3. Not all events are able equally to generate destination loyalty. For that reason an
information system monitoring the flows of tourists is needed that helps to
design the tourism politics of the state.

4. As pointed out in introduction it is cheaper to hold existing customers than
getting new ones. Instead of generating expensive advertising campaigns to get
new tourists, it should be more reasonable to use events and pay more attention
to the effort to get visitors of the events back to the Estonia.

5. Some events generate the loyalty towards events them selves. It is additional
reason for the government to cooperate with the arrangers of those events.
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THE ROLE OF META-ANALYSIS IN EXAMINING RESULTS OF
EMPIRICAL STUDIES ABOUT FINANCIAL CONTGAGION

Andres Kuusk, Tiiu Paas'
University of Tartu

Abstract

The paper gives some new insights on the subject of financial contagion using the
methodology of meta-analysis. We show that traditional qualitative literature review
is not the proper way to summarise empirical findings of financial contagion and we
use meta-analytical tools instead. The results of the meta-analysis show that on
average asset market correlations have increased during turbulent periods, but the
increase is rather moderate. When correlation coefficients are adjusted for the
presence of heteroskedasticity, the increase is considerably smaller but still
statistically significant. The crises are different in their contagiousness but the level
of development of destination country seems not to play significant role whether
crises spread over or not.

Keywords: financial crisis, contagion, meta-analysis
JEL Classification: F36, B41, E61, E44
1. Introduction

Financial contagion has become increasingly popular research task in the recent
decades. Several crisis in 1980’s, 1990’s and in the present century were transmitted
rapidly to other countries that were sometimes quite different in their size and
economic structure as compared to the country of origin and being even located on
the other side of the globe. Borrowing the phrase from epidemiology this
phenomenon has been called financial contagion in the economic literature.
According to Rigobon (2002) the issue of contagion has been one of the most
debated topics in international finance since the Asian crises. The events in last year
with yet another financial crisis’ ‘snowball’ rolling over the world show that
developing an understanding of financial contagion is clearly indicated for policy
makers to manage and avoid future spreading of crises.

Because of that increasing popularity the puzzle of financial contagion has been
investigated a lot recently. However, drawing some final conclusions on financial
contagion based on empirical evidence is problematic, because of the
multidimensionality of the subject. There is still no consensus on neither the
definition nor the testing methodology of financial contagion, additionally chosen

! The authors of the paper are grateful to the Estonian Science Foundation (research grant No
7756) and for the Estonian Ministry of Science and Education (grant No SF0180037s08)

for their financial support. Views expressed in the paper are solely those of the authors and, as
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crises, financial indices and destination countries of spreading of the crises may
affect the results. All that leaves qualitative literature review as the research
methodology with doubtful value and its’ results undermined.

Research methodology that can better deal with this multidimenionality is meta-
analysis. Meta-analysis enables us to control for all these study characteristics and
come to one quantitative finding. Therefore the aim of the paper is to show that
qualitative literature review is ill-designed to summarise recent empirical findings in
the subject of financial contagion and to find more adequate results by using
quantitative analysis in the form of meta-analysis instead.

The paper consists of four sections. In the next section the methodology of meta-
analysis is introduced. The results of qualitative analysis of literature about financial
contagiondata and the results of the meta-analysis implemented for examining
financial contagion are presented in section three. Finally, a brief conclusion is given
in section four.

2. The main features of meta-analysis

Meta-analysis is a research method to synthesise empirical research results from
previous studies. De Dominicis et al. (2006) have given as the purpose of meta-
analysis to review and quantitatively summarise the literature using statistical
approach. This very general aim is in the heart of every meta-analysis but there are
diffenent approaches and methodologies used in that label and the unique definition
of meta-analysis is still not worked out.

The term meta-analysis was first coined by Gene Glass in 1976, although some
procedures later known as meta-analytic (for example the concept of effect size)
were already present in Karl Pearson’s study in 1904. By Glass’s definition “Meta-
analysis refers to the statistical analysis of a large collection of results from
individual studies for the purpose of integrating the findings. It connotes a rigorous
alternative to the casual, narrative discussions of research studies which typify our
attempt to make sense of the rapidly expanding research literature.” (Glass 1976).
By Schultze (2004) meta-analysis is a method for systematic literature reviews on a
certain substantive question of interest, more specifically on his words: “meta-
analysis is a systemetic process of quantitatively combining empirical reports to
arrive at a summary and an evaluation of a research findings.”

Basu (2003) defines meta-analysis as “synthesis of available literature about a topic.
Ideally, synthesis of randomized trials to arrive at a single summary estimate is
used.” By James Neill’s (2006) version “Meta-analysis is a statistical technique for
amalgamating, summarising, and reviewing previous quantitative research.” The
most simple definition we have seen was given by Hunter and Schmidt (1990) who
defined meta-analysis as “analysis of analyses”.

Abstractly speaking, meta-analysis combines the results of several studies that
address a set of related research hypotheses. Usually this is done by identification of
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a common measure. This common measure is called effect size. Individual effect
sizes are aggregated and after study characteristics are controlled the resulting
overall results can be considered meta-effect sizes.

Many advantages meta-analysis has over traditional literature review have been
pointed out, from which the most important are:

e quantitative estimation and statistical testing of overall effect sizes;

e generalization to the population of studies;

¢ finding moderator variables to explain heterogeneity in distribution.

The main difference between meta-analysis and traditional literature review is that
meta-analysis uses the summary statistics from individual studies as the data points.
By accumulating results accross studies, it is possible to get more accurate
representation of the population relationship than any of the individual studies can
provide.

The main steps of meta-analysis after all relevant studies are congregated, (which we
follow in our paper), are the following:

1) calculating relevant individual effect size statistics and controlling for their
independency;

2) compute the effect sizes weighted mean for which special weights have to be
calculated;

3) determine the confidence interval and statistical significance of the effect size
weighted mean,;

4) homogeneity testing;

5) conclusions and interpretations.

For conducting the first step the appropriate individual effect size statistics have to
be found. What is meant by individual effect size statistic is a quantitative finding
from a single study. As those individual effect sizes may be quite different in their
nature, different effect size statistics to code different forms of quantitative study
findings are worked out. The various effect size statistics are based on the concept of
standardization. It means that the effect size statistic has to produce a statistical
standardization of the study findings such that the resulting numerical values are
interpretable in a consistent fashion across all the variables and measures involved.
In our case it means we have to define an effect size statistic capable of representing
the quantitative findings of a financial contagion studies in a standardized form that
permits meaningful numerical comparison and analysis across the studies. (see
Lipsey and Wilson 2001). It is found that good effect size statistics consider both the
magnitude and the direction of a relationship (statistical significance which is often
in the centre of qualitative literature review is therefore not sufficient statistic). In
addition, as brought out by Lipsey and Wilson (2001) the effect size statistics should
be defined so that there is relatively little confounding with other issues (such as
sample size).
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The next step is to aggregate all these individual effect size statistics into one meta-
effect size. So one has to derive an overall value from the meta-sample by pooling
all the estimates and deriving an overall summary statistic. Usually for finding this
overall summary statistic the weighted average of the individual effect sizes
computed. That, of course, leads to the question how should the weights be
determined. Hedges (1982, Hedges and Olkin 1985) has demonstrated, that the
optimal weights are based on the standard error of the effect size. Because a larger
standard error corresponds to a less precise effect size value, the actual weights are
computed as the inverse of the squared standard error value - called the inverse
variance weight in meta-analysis. The standard error formulation has been worked
out for the most important types of the individual effect size statistics (including
mean differences and correlation coefficients that are used in the present analysis).
We discuss these formulations in more detail in the chapter three when computing
the weights for our individual effect size statistics.

In the next step there is a question of the homogeneity of the effect size distribution.
In other words, whether the various effect sizes that are averaged into a mean value
all estimate the same population effect (see Hedges 1982, Rosenthal and Rubin
1982). If the distribution is homogeneous, the dispersion of the effect sizes around
their mean is no greater than that expected from sampling error. In other words, in a
homogeneous distribution an individual effect size differs from the population mean
only by sampling error.

The homogeneity test is based on the Q statistic - a statistical test that rejects the

null hypothesis of homogeneity indicates that the variability of the effect sizes is
larger than would be expected from sampling error and, therefore, we can’t be sure
that each effect size estimates a common population mean. If the O statistic

indicates that the distribution is heterogeneous, than there have to be differences
among the effect sizes that have some source other than subject-level sampling error.
These differences are usually associated with different study characteristics. The Q
statistic is distributed as a chi-square with £ —1 degrees of freedom where £ is the
number of effect sizes (Hedges and Olkin 1985). The formule for Q is:

1) QZZ[Wi(ESi*E_S)Z}

where ES; is the individual effect size for i =1 to & (the number of effect sizes),

ES is the weighted mean effect size over the k effect sizes, and w; is the
individual weight for ES;. If QO exceeds the critical value for a chi-square with

k—1 degrees of freedom, then the null hypothesis of homogeneity is rejected. A
statistically significant Q, therefore, indicates a heteregeneous distribution.

Alternative approach to homogeneity testing, so called 75% rule, is given by Hunter
and Schmidt (1990). They partition the observed effect size variability into two
components - the portion attributable to subject-level sampling error and the portion
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attributable to other between-study differences. According to their rule of thumb, the
distribution is homogeneous if sampling error accounts for 75% or more of the
observed variability.

All these steps, in that order, with following conclusions and interpretations are
implemented in the chapter three, summarising the empirical results in the field of
contagion of financial crises.

3. Meta-analysis for summarising empirical results of financial contagion
3.1. Qualitative summary of financial contagion empirical results

We have studied around 75 empirical analyses in the theme of financial contagion,
results from which are summarised in Table 1 (see Appendix). Note that not all
papers in the table actually test for the presence for financial contagion. So in some
cases results in the third column of the table (whether evidence for contagion have
been found or not) may be somewhat disputable (see different definitions of
financial contagion).

As it can be seen from the table the results obtained on the field of financial
contagion are quite hopelessly mixed. Counting Yes-es and No-s in the table we see
that the results that indicate evidence on contagion are twice as frequent as those that
suggest the opposite. However, many of the Yes-results are undermined by the later
papers because of questionable testing methodology (not adjusting for the presence
of heteroskedasticity). In many cases the chosen result in favor of Yes, No or Mixed
is not clearcut. For example, in correlation coefficients based tests, there are mostly
different results — some correlations have increased significantly during crises, some
have not changed much and some have even decreased. So summing up the results
for one Yes or No conclusion may not be the perfect way. There are almost no pairs
of studies that are identical in all their definition of financial contagion, it’s testing
methodology and crises and samples under investigation. But all of them may
influence the results of the analysis.

The results of the analysis confirm the opinion that empirical studies mainly provide
heterogeneous results depending on applied definitions and methods and chosen
crises, destination countries and financial indices. The evidence for both for
confirming and contradicting financial contagion has been widely found in recent
empirical analyses and we found no clue on which clear results is or should be
dominating. We are aware that in many cases the results of empirical analyses may
be biased and serious additional investments into examining possible consequences
of financial crises are still necessary. We conclude that qualitative analysis of
published research materials about previous financial crises does not give sufficient
information to elaborate proper measures allowing to prevent serious consequences
of financial crises. We propose that more adequate picture of financial contagion is
possible to obtain by using a meta-analysis, which is exactly what we have done in
the following section of the paper.
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3.2. Data and technical details

For searching appropriate studies for meta-analysis we use ISI Web of Knowledge
database for very recent studies and additionally the Contagion of Financial Crisis
Website by World Bank Group for somewhat older ones. From the ISI Web of
Knowledge database the studies corresponding to the keywords financial contagion
are used. We define financial contagion as increase in cross-country correlations
during “crisis times” relative to correlations during “tranquil times”. Thus we follow
the most common definition sometimes called shift-contagion that was first
proposed by Forbes and Rigobon (1999) who stated that contagion is a significant
increase in cross-market linkages after a shock. This notion of contagion excludes a
constant high degree of comovement in a crisis period, in which case markets are
just interdependent. Therefore only the studies that report both the pre- and post-
crisis asset prices correlations (or their difference) between countries are included
into the sample. Because of these restrictions we are left in our data set with 716
effect sizes (394 from these are independent) from 30 constructs (17 independent). If
both short and long term post-crisis correlations are reported we use the short term
data, as we can not use both because of the independency problems (about
independency problems see further).

We follow the classical five steps, presented in chapter two, in our analysis, which
for the sake of freshing the memory were the following:

1) calculating relevant individual effect sizes and controlling for their independency;
2) computing the weights and aggregating individual effect size statistics into one
meta-effect;

3) determine the confidence interval and statistical significance of the effect size
weighted mean;

4) homogeneity testing;

5) conclusions and interpretations.

For conducting the first step we have to find appropriate individual effect sizes. A
single research finding on the field of financial contagion is a statistical
representation of one empirical relationship between pre- and post-crisis correlation
of asset prices. There are no rules given in the literature for which are the correct
effect sizes for changes in correlation coefficients. For one thing, it is not intuitively
clear whether we should deal the data as pre-post contrasts or association between
variables. On the one hand, we have correlation coefficients and even if we are not
interested in the correlation coefficients itselves but their changes over two points in
time, it is not quite clear why these two approaches differ so much (in terms of the
properties of effect sizes) that we could not use the same computational procedures.
So, why not just take the effect sizes as correlations and live with that? On the other
hand, we have data points for both before and after crises (which we can take as
treatment) and we are interested in difference between them, the gain to be precise.
Classical pre-post contrasts situation, is not it?

Whichever approach we choose from these two, it seems that the real difference
comes into play while calculating the (weighted) mean effect sizes (step 2) and their

181



variances. For calculating individual effect sizes it seems really not to matter. The
difference between post- and pre-crisis correlations is by far the most logical
individual effect size for a given study (construct). Mathematically, our individual
effect sizes are computed as:

@) ES; =

Tpost; ~ Vpre;
where ES; is the individual effect size for study (construct) i and r,,, and 7,

are pre- and post-crisis correlations respectively for study (construct) i.

Dealing our effect sizes as correlations we modify the effect sizes a bit, because of
the problematic standard error formulation (these problems are more indepth
discussed by Rosenthal 1994). Widely accepted method for doing that is
transforming the correlations using Fischer’s Z-transformation (see Hedges and
Olkin 1985):

@) ES, =0.51n(1+—rj

" 1-r

where r is the correlation coefficient. The necessity for calculating standard errors
(and therefore need for Fischer’s Z-transformation) comes into play when
calculating weighted mean effect sizes (see further (step 2 and 3)).

Note that not all authors agree in the necessity of Fischer’s Z,-transformation for
correlation coefficients as effect sizes. For example Hunter and Schmidt (1990)
argue that the transformation gives results upward biased and standard correlations
are more precise. However, some other authors claim that standard correlation effect
sizes are downward biased and it is not clear which bias is greater and the main
problem with standard correlations — problematic computation of standard errors and
weights — remains

Later on, for interpreting the results we transform them back into standard
correlation form using the inverse of the Z-transformation (Hedges and Olkin
1985):

2ES
et 1

) S S ——"
eZESZ’ +1

Moving forward to step 2 we need to aggregate all individual effect sizes into one
meta-effect size. Before that weights for all individual effect size statistics have to be
calculated. We use standard statistical software SPSS and some macros written by
David Wilson, that are available via his home page for computational and statistical
purposes.

We use standard error based inverse variance weights (re-read chapter two) for
calculating correlation coefficients based effect size mean. The standard error
formula for correlation based (after Fischer’s z-transformation (see earlier)) effect
size mean is the following:
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1

) SEz, =

" n-3
and inverse variance weights therefore:
5) w, =n-3

where 7 is the sample size of the individual effect size in both formulas.

However we do not have data necessary to calculate the effect size mean when
treating individual effect sizes as treatment effects. More precisely, we lack
information on correlations between pre- and post-treatment asset prices in
individual studies. Therefore the sample size is used as weights instead.

The formula for calculating the weighted mean effect size is following:
I Z d;w;

(©) -5

where d; is the i-th individual effect size and w; is weight (inverse variance weight

in case of correlation coefficients and sample size for treatment effects) of the i-th
effect size.

3.3. Results and discussion

As preliminary analysis we use all 716 effect sizes we have in the sample as
independent data points. This approach is somewhat doubtful because there are
some effect sizes within the studies that differ only by the chosen methods of
measurement and therefore the independency assumption between different data
points is violated. Later on we deal with that problem by choosing the appropriate
weights to avoid overestimating the results of those duplicate effect sizes within the
studies.

Using the abovementioned formulas (1)-(6) we get the estimate of the population
effect size to be 0.054 if we treat the individual effect sizes as treatment effects (we
call it Approach 1 in the following) and 0.065 if we treat the individual effect sizes
as correlation coefficients (Approach 2 hereafter). Thus on average the asset prices
correlations have indeed increased during the turbulent periods but on quite
moderate extent. The standard errors are 0.0035 and 0.0036 respectively and the
95% confidence intervals well above zero in both cases.

By calculating Q statistic using abovementioned formula (7) we get it’s value to be
3680.5 which is clearly over the critical value of 778 (degrees of freedom = sample
size — 1; probability (p-value) = 0.05). So the dispersion of the effect sizes around
their mean is greater than that expected from sampling error alone and therefore
each effect size does not estimate a common population mean.
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As stated above we have some independency problems in the data. There are cases
for multiple effect sizes within the same studies. That violates the independency
assumption and overestimates the weights of the studies with multiple effect sizes.
The classical way to deal the situation is to choose only one effect size per study per
construct. However, this approach does not use some information contained in the
primary studies and we definitely do not want to lose the information of different
correlation measurement methodologies as possible moderators. It is well known
that heteroskedasticity adjusted correlation coefficients are lower than unadjusted
ones and therefore the contagion seems to be more likely to occur in case of
unadjusted correlation coefficients. Therefore rather than dropping some of the data
points we diminish the weights of studies with multiple effect sizes per construct by
dividing the sample size by the number of effect sizes per construct. (For discussion
on multiple measurements within studies see also Rosenthal 1994)

Using this slightly modified sample (results are given in Table 1 below) we get the
weighted average effect size to be 0.053 in approach 1 and 0.072 in approach 2 with
standard errors 0.0047 and 0.0049 respectively. With 95%-confidence intervals
easily above zero we can conclude that asset prices’ correlations have increased
during turbulent periods.

Table 1. Results of financial contagion meta-analysis

- Mean ES as treatment effects Mean ES as correlations

Mean ES St.eror  |Q stat. Mean ES St. error  |Q stat.
All 716 0.053* 0.005 2782.0* [0.072* 0.005 5568.0*
0] 159 0.168* 0.007 956.7* 0.208* 0.007 3432.2%
A 545 0.030%* 0.007 668.0% 0.030%* 0.007 716.1%*
Tha97 86 0.132* 0.007 853.9*% ]0.173* 0.007 3367.1*
HK97 154 0.010* 0.009 295.6*  [0.098* 0.009 323.0*
Rus98 46 -0.001 0.027 48.8 0.006 0.027 52.5
Bra99 33 -0.016 0.039 17.33 -0.014 0.039 154
Prewar 344 0.045 0.026 165.8%  [0.059* 0.028%* 197.3%
Mex94 372 0.141* 0.038 45.7 0.161* 0.045 39.0
US87 70 0.185* 0.062 5.8 0.181%* 0.071 4.7
Ind04 68 -0.091* 0.028 122.0*  |-0.116* 0.031 153.5%*
Tur01 19 -0.194* 0.055 222 -0.209* 0.066 19.3
uUso1 82 0.014 0.055 224 0.019 0.066 17.8
Arg01 33 -0.374* 0.015 126.6*  [-0.391* 0.015 156.6*
uso02 33 0.126* 0.055 12.8 0.133* 0.066 10.3
Cze97 45 0.057 0.039 26.2* 0.058 0.041 26.3*
Emerg 33 0.054* 0.006 2254.3* (0.078* 0.006 5116.5*
Devel 14 0.052* 0.009 527.6% 10.051* 0.008 555.8*
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ES — effect size

SS — sample size

U — cases with unadjusted (for heteroskedasticity) correlation coefficients

A — cases with adjusted (for heteroskedasticity) correlation coefficients

Tha — Thailand crisis, HK — Hong Kong crisis, Rus — Russian crisis, Bra — Brazilian crisis,
Mex — Mexican crisis, US — United States of American crisis, Ind — Indian crisis, Tur — Turkish
crisis, Arg — Argentinean crisis, Cze — Czech Republican crisis, Prewar — average of 6 pre 11
World War crises (Argentine crisis 1890, Baring crisis (UK) 1890, US banking crisis 1893, US
stock market crash 1929, Sterling crisis (UK) 1931, devaluation of the dollar (US) 1933)
Emerg — cases with countries outside first 30 according to Human Development Index 2008
Devel — cases with first 30 countries according to Human Development Index 2008

Source: Author’s calculations.

Testing for homogeneity and calculating Q-statistics on that purposes reveals that the
distribution is heterogeneous and therefore the individual effect sizes may not
estimate the same population effect. Therefore we continue by searching moderators
to explain the variabilities in effect sizes. As mentioned above, the correlation
coefficients’ calculating methodology is widely accepted as significant explaining
variable for financial contagion. The logic being that when not adjusting for
hetereskedastity, the post-crisis correlations are higher and therefore finding
evidence for contagion more probable. For controlling the correlation coefficients
measurement as potential moderator we divide our sample into two parts
distinguishing heteroskedasticity adjusted (A) and unadjusted (U) correlation
coefficients in turbulent periods. For the sample with unadjusted correlation
coefficients we get the weighted mean effect size to be 0.168 using approach 1 and
0,208 in case of approach 2. For the sample with heteroskedastity adjusted
correlation coefficients the respective values are 0.030 for both approaches 1 and 2.
The difference is more than clear and we can conclude that the fact whether
correlation coefficients are heteroskedastity adjusted or not significantly affects the
results of financial contagion analyses. By dividing the overall Q into the within and
between groups component, it is found that the between groups Q is highly
significant which also indicates that the differences in correlation measurement
(heteroskedastity adjusted or not) accounts for significant variability in effect sizes.

Still, there is some heterogeneity left in the distribution. Therefore we also control
for other possible moderator variables. We are interested in, for example, if different
crises have been different in the extent of contagiousness. For the Thailand 1997
crisis the treatment effects based (Approach 1) weighted mean effect size is 0.132
and 0.173 if effect sizes are treated as correlation coefficients (Approach 2). For the
Hong Kong 1997 crisis the same values are 0.100 and 0.098; for the Mexican 1994
crisis 0.141 and 0.160; for the Russian 1998 crisis -0.001 and 0.006; for the
Brazilian 1999 crisis -0.016 and -0.014 respectively. From these numbers it is clearly
seen that the Mexican, the Thailand and the Hong Kong crisis are contagious while
the Russian and the Brazilian crisis are not.

From other crises the US 1987 and the US 2002 crises are contagious; for the

Argentinean crisis 2001, the Turkish crisis 2001 and the Indian crisis 2004 the
opposite is true — asset prices correlations have decreased during turbulent periods;
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pre-World War 1II crises on average are not contagious, as well as the Czech crisis
1997 and the US crisis 2001 with some but insignificant increase in average asset
prices correlations. Again the given crisis as grouping variable accounts for
significant variability in effect sizes, but there are still some heterogeneity left inside
groups.

Using only data where correlation coefficients are adjusted for the presence of
heteroskedasticity (not reported on the Table 1 below, but available on request) the
results do not change much. The Mexican, the Thailand and the Hong Kong Kong
crises are still contagious, although the weighted mean effect sizes are somewhat
smaller. Also, Russian and Brazilian crises are not contagious with weighted mean
effect sizes slightly negative. The only change is related with the US 1987 crisis,
which is not contagious any more in the 95% confidence interval. However, with the
weighted mean effect size clearly above zero (0.17) and only slightly below the
unadjusted (U) case, the reason seems to be mainly because of small sample size.

We also investigate whether the level of development of the destination country
makes it more or less susceptible for the spread of the crisis. The need for that
differentiation is suggested for example by Hartmann et al. (2001) who find only
very weak evidence of contagion on the sample of G5 countries and speculated that
it may be different for emerging economies. We use Human Development Index
(HDI) 2008 values for dividing countries as more or less developed ones. We call
first 30 countries according to HDI as developed and all other countries as
developing. Thus we have quite comparable sample sizes for both groups with 372
and 344 respectively. For the sample with less developed countries, the weighted
mean effect size is 0.054 according to Aapproach 1 (effect sizes as treatment effects)
and 0.077 according to Approach 2 (effect sizes as correlations). For the sample with
more developed countries the corresponding values are 0.052 and 0.051 respectively.
So according to the Approach 1 there is no difference in susceptibility for the
spreading of crises between developed and developing countries, while according to
the Approach 2 less developed countries are somewhat more susceptible for the
carryover of the financial crises. The variability analysis reveals that the level of
development of destination country does not account for significant variability in
effect sizes. From that we may judge that herding behaviour seems to be more likely
transmission force for financial crises than real and stable linkages. This finding is in
line with Serwa (2005) who found that The Central and Eastern European stock
markets are not more vulnerable to contagion than Western European markets. On
the other hand the finding is in contradiction with Dungey and Tambakis (2003) who
argue that developing countries are more affected by contagion than developed
countries.

However, we also compare these two groups separately for adjusted (A) and
unadjusted (U) cases (not reported in Table 2). The findings reveal that in the case U
the less developed countries are indeed more susceptible to contagion of financial
crises according to both approaches 1 and 2. Using Approach 1 the weighted mean
effect sizes are 0.19 for developing and 0.12 for developed countries with not
overlapping confidence intervals and in case of Approach 2 the differences are even
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greater: 0.24 and 0.12 respectively. In the case A the according numbers are 0.04 for
developing and 0.02 for developed countries (according to both approaches 1 and 2)
but the differences are not significant at the 95% confidence level.

Summing up the results of the section we can conclude that on average asset market
correlations have increased during turbulent periods, which gives some evidence to
the support of financial contagion conception. Nevertheless, the increase is quite
moderate and after controlling for heterogeneity in turbulent periods’ correlations
it’s even smaller (although still statistically significant in 95% confidence level).
Both the correlations’ calculating methodology (heteroskedasticity adjusted or not)
and the crisis under observation are significant moderators to explain heterogeneity
in distribution. From the most important financial crises during past one and half
decade the Mexican, the Thailand and the Hong Kong crisis are contagious while the
Russian and the Brazilian crisis are not. The level of development of destination
country on overall does not account for significant variability in effect sizes. Still,
less developed countries are on average somewhat more susceptive to the financial
crises contagion compared to the well developed countries.

4. Conclusion

Meta-analysis is a research method to synthesise empirical research results of
several individual studies that address a shared research hypotheses. Meta-analysis
is especially called for if the multidimensionality of the research topic makes
traditional literature review as summarising analysis a doubtful and risky business.
One of those topics is the contagion of financial crises.

Financial contagion is extremely complex and multidimensional phenomena with no
uniquely accepted definition or testing methodology. Because of the rapid
transmission of initial country-specific shocks to economies from which some were
very different in both their size and structure compared to the country of origin, the
*financial contagion’ puzzle has become one of the most newsworthy research task
for economists during the last decades. The crises spreaded over the world like
snowballs becoming bigger and bigger during the course and even countries with
apparently sound fundamentals were not left unaffected. The events in last year with
yet another ’snowball’ rolling over the world show that developing an understanding
in the subject of financial contagion is clearly indicated for policy makers to manage
and avoid future spreading’s of crises. The empirical results on the topic of financial
contagion are mixed and in our view no unique conclusion can be made only based
on the qualitative analysis of empirical literature. Thus, we propose that more
profound and adequate picture of financial contagion is possible to obtain by using a
meta-analysis.

The most important advantages meta-analysis has over traditional literature review
are the following:

e quantitative estimation and statistical testing of overall effect sizes;

e generalization to the population of studies;
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¢ finding moderator variables to explain heterogeneity in distribution.

The key element in meta-analysis is so-called effect size, which is a common
measure from individual studies and permits meaningful numerical comparison and
analysis across the studdies. Individual effect sizes are aggregated using special
weights that determine the relative importance of each of them and after study
characteristics are controlled for the resulting overall results can be considered meta-
effect sizes.

The main steps of meta-analysis, which is also followed in our paper, are the
following:

1) calculating relevant individual effect size statistics and controlling for their
independency;

2) compute the effect sizes weighted mean for which special weights have to be
calculated;

3) determine the confidence interval and statistical significance of the effect size
weighted mean,;

4) homogeneity testing;

5) conclusions and interpretations.

The results of our meta-analysis indicate that on average asset market correlations
have increased during turbulent periods, but the increase is rather moderate. Still, we
find some evidence of financial contagion even after the turbulent periods’
correlations are adjusted for the presence of heteroskedasticity. The results of our
analysis show that the Mexican 1994, the Thailand 1997 and the Hong Kong 1997
crisis were contagious while the Russian 1998, the Brazilian 1999 and the
Argentinean 2001 crisis were not. The level of development of the destination
country seems not matter much for the financial crisis to spread over or not. Still, the
meta-effect sizes are on average slightly higher in the case of less developed
countries as compared to the well developed ones.

One of the main limitations of the paper is that our meta-analysis is restricted to
correlation coefficients based analyses only. Studies using this methodology are the
vast majority and it is not that simple to conduct comparable individual effect sizes
necessary for the meta-analytic approach from the studies using other
methodologies. Nonetheless this might be one of the subjects future research could
focus on.
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GOVERNMENT SUPPORTING SCHEMES ENHANCING UNIVERSITY-
INDUSTRY KNOWLEDGE TRANSFER ON THE EXAMPLE OF SPINNO
PROGRAM IN ESTONIA'

Age Laine, Urmas Varblane
University of Tartu

Abstract

The purpose of the study is to evaluate the relevance of the set-up (system of
objectives, supported activities and measured indicators) of SPINNO program in
facilitating university-industry knowledge transfer in Estonia since 2001 and make
suggestions on its improvement. As the basis for the analyses the knowledge transfer
support scheme formation and evaluation framework is composed, which is used in
evaluation of SPINNO programme. The empirical analyses revealed that the
program has not paid enough attention to the different aspects of sustainability of
knowledge transfer functions. The evaluation of the SPINNO programme within its
existence since 2001 indicated, that the gap between the aims, expectations and
supported activities converged consistently. In the first and to lesser degree in the
second SPINNO program period the concept was viewed by both, the programming
institutions and applicants, as limited to technology transfer. By the third reporting
period the importance of the support to the knowledge transfer as the precondition
for technology transfer was acknowledged.

Keywords: knowledge transfer, knowledge-based economy, innovation policy,
government support schemes, SPINNO program

JEL Classification: 032, 033, H43
Introduction

According to the literature on evolutionary and national innovation system theory
(Nelson, Winter 1982; Lundvall 1992; Nelson 1993 etc), knowledge plays the
central role in economic growth and competitiveness through the process of
innovation. Innovation as the capability to create and apply new knowledge or old
knowledge in a new way involves the interaction between the sources of knowledge
resulting in knowledge transfer. Knowledge transfer refers to the process through
which knowledge, ideas, research results, technology and skills move between
sources of knowledge, mainly from universities and other research organisations to
business and wider community, involving the transfer of codified forms of explicit
knowledge as accumulated information and tacit knowledge based on subjective
beliefs or know-how. Therefore, the prerequisite for knowledge transfer is
interaction between the sources of knowledge.

! This paper has been prepared with the financial support received from the Estonian Science
Foundation Grant 7405 and from the Estonian Ministry of Education and Research Target
Financing SF0180037s08.
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The interaction between universities and industry and the knowledge transfer
resulting from it forms the basis of knowledge-based economy with according
innovation- and technology policy support schemes being implemented in many
countries including Estonia. These initiatives are usually based on the experiences of
developed countries which share strong accumulated knowledge base, well
functioning market system, developed institutional and infrastructure support of
innovation activities (Varblane et al. 2007). Developing and transition economies
come with less advanced background and capabilities of absorbing the knowledge,
posing specific requirements also to knowledge transfer support schemes. At the
same time, governments are expecting measurable outcomes from the public
investments made to research and development activities in general and knowledge
transfer activities in particular.

Therefore, for a public support scheme facilitating knowledge transfer to bring
expected benefits, it is important to identify the socio-economic background and
preconditions for knowledge interactions and aim the support mechanisms to
according weaknesses to be overcome and advantages to be further used. Chosen
focus and objectives must be accompanied with relevant activity systems to be
supported and indicators measuring the actual results rising from the support scheme
implemented. As the history of knowledge transfer support schemes (lead by Great
Britain, USA and Canada) is of short duration (first initiatives dating back to the end
of 1990-s) and the international experience continually developing, it is important to
carry out different case-studies to build the basis for mutual learning and
generalizations resulting in guiding principles for design and evaluation of
knowledge transfer support schemes. Estonia was at the forefront of the drive of
launching government support schemes facilitating knowledge transfer and opened
SPINNO programme in 2001 with the aim to support the development of awareness,
skills and infrastructures related to knowledge transfer between Estonian universities
and industry.

The aim of the study is to evaluate the relevance of the set-up of SPINNO program
in enhancing knowledge transfer in Estonia and make suggestions on its
improvement based on the knowledge transfer support scheme formation and
evaluation framework. The research object of this study is the set-up (system of
objectives, supported activities and measured indicators) of government support
schemes aimed at enhancing university-industry knowledge transfer. Empirical
study object is the public support scheme aimed at facilitating university-industry
knowledge transfer in Estonia — SPINNO program.

This article contributes to the development of knowledge transfer policy formation
process through elaborating a systemic approach to evolutionary theoretical base of
knowledge creation and innovation processes and their complex conjunction to
according knowledge transfer processes, preconditions for their evolution and
knowledge transfer channels. Output of the theoretical analyses is the knowledge
transfer support scheme formation and evaluation framework being used in
evaluation of SPINNO programme.
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Methodology of theoretical part involves analytical modelling of theories and
frameworks capturing innovation process, presumptions and activities for
knowledge transfer processes to identify the channels through which knowledge
transfer appears and according impacts devolve. Empirical analyses of SPINNO
programme is based on two sets of baseline information:

1. Baseline-documentation of SPINNO program:

e SPINNO 2001-2003 background report (de Jager 2001), regulations,
evaluation report (Evaluation of... 2003);

e SPINNO 2004-2006(7) regulation, explanatory report to the regulation,
amendment regulations and their explanatory reports, impact evaluation report
(Brighton, Kells 2007);

e SPINNO 2008-2013 regulation, explanatory report to the regulation,
amendment regulations and their explanatory reports, project material from
Enterprise Estonia

2. Interviews with the representatives of the management authority of the Ministry
of Economic Affairs and Communications (Jarmo Tuisk and Marika Popp),
implementing authority Enterprise Estonia (Tiiu Evert, Tiina Kalju) and project
applicants Tallinn University of Technology (Indrek Jakobson) and University of

Tartu (Erik Puura)

Theoretical framework

In order to build a theoretical basis for carrying out the empirical analyses on
SPINNO program, the knowledge transfer support scheme formation and evaluation
framework was developed. The framework composes of three interconnected sets of
developments. First, it catches the evolutionary changes taking place in theoretical
and practical conceptualisation of innovation processes, described by the five
generations of innovation models (see for example Rothwell 1994 or Trott 2002) in
the scale of Mode I, II and III knowledge creation frameworks (being described by
Gibbons et al. 1994 and Etzkowitz et al. 2001).

Mode I Mode IT Mode IIT

Integrated models
Coupling models

Figure 1. Development of innovation models in the scale of Mode I, II and IIT
knowledge creation frameworks. (Compiled by authors)

Linear technology
push and market pull
models

Integrated system and
network models
(Triple Helix IIT)

Mode I framework corresponds to the linear model of innovation, where the creation
of new knowledge takes place in universities, inside individual disciplines, in the
form of academic basic research and independently from societal needs. Through the
development of coupling and integrated innovation models characterizing Mode 11
framework, knowledge creation will turn into process initiated by interdisciplinary
research, carried out in various institutions in accordance with societal needs and
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regulated by national innovation systems. However, the role of universities is limited
to the providing practical input to innovation processes carried out by businesses.
Under Mode III framework characterized by Triple Helix innovation model, the
sources of knowledge are no longer viewed as performing separate functions, but
taking over each other’s tasks and forming dynamic integrated networks and hybrid
organizations. Universities play the leading role in this knowledge-based process as
their functions of carrying out research, creating practical output and providing
education build the basis for network-based aggregation and involvement of
partners.

Secondly, the evolutionary development of innovation systems along the scale of

Mode I-IIT involves the changing roles of university, industry and the state described
on the following Figure 2.

Mode 1 Y Mode Il WK Mode 1 N
N

Direction of academic revolutions at lmlvcmtln

DITE&II(!I\ of imcrease in technological competency

C simmomsbiiyfms ]
L tevedmionses )
e — 3

Direction of changing roles of the state
EE RV T |
N N\ A _/

Figure 2. Development of the roles of university, industry and state in the scale of
Mode I, II and III knowledge creation frameworks. (Compiled by authors)

Universities in the Mode I framework perform the role teacher and independent
research body. To enter into Mode II knowledge creation framework and develop
cooperation relationships with firms and other actors in innovation process,
universities have to undergo second academic revolution and acknowledge their
roles in economic processes through capitalization of knowledge, cooperation and
knowledge transfer. Changing the spirit of universities, who have for long time been
independent performers of academic basic research lead by linear logic, is a long-
term process demanding wide inner informing and awareness rising activities and
setting up of supporting regulative arrangements. Therefore, after universities have
acknowledged their roles in the entreprencurial activities and innovation process, a
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preparatory phase follows until they develop into really enterprising universities —
get involved in wide range of complex knowledge transfer activities implying to
Mode III framework.

At the same time, for Mode III kind of interactions to evolve, enterprises need also
to hold certain capacities (have sufficient technological competency and innovative
capacities) to be able enter into cooperation relationships among themselves and
with universities, and even to know how to use this cooperation. Enterprise sector
will contain firms of different technological competency under each level of
knowledge creation and innovation processes, but when moving towards Triple
Helix and Mode III, the share of firms with technological competency and research
performing capacities have to increase.

The role of state under Mode I is lead by linear logic of innovation and therefore its
functions are limited to financing the basic research taking place in universities. As
the basic research in universities is carried out independently from societal needs,
the state does not perform according coordinating and control functions over the
invested funds. In entering Mode II framework, knowledge creation develops into
interdisciplinary process motivated by societal needs. Therefore, the state acquires
regulative and control functions and begins to develop systemic innovation policy.
When evolving towards Mode III framework, the traditional roles of the state,
universities and enterprise sector start to diffuse, where financing and control
functions of the state will also diffuse to other sectors and state will obtain the role
of facilitator of these processes.

The development in the Mode I, II and III scale is characterized by the growing
complexity of knowledge transfer activities between university and industry, which
is enabled by the cumulative development process of the parties. Howard (2005) has
proposed a systemic framework describing the channels via which universities and
research organisations generate economic benefits composing of the following four
broad channels:

1. Knowledge diffusion: via encouraging the broad industry-wide adoption of
research findings through communication, building capacity within industry
through extension in spin offs, education and training;

2. Knowledge production (standard model of research commercialisation): by
selling or licensing the results of research in the form of commodified
knowledge;

3. Knowledge relationships: by providing services that indirectly exploit broad
intellectual property platforms consisting of trade secrets, know-how and other
forms of tacit knowledge. This approach centres on cooperation, collaboration,
joint ventures and partnerships.

4. Knowledge engagement: universities and research organisations generating
useful economic outcomes as a by-product of shared interests and concerns that
transcend the boundaries of the university per se.
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The consecution of Howard’s channels of knowledge transfer (from 1 to 4) stands
for their increasing complexity in the scale of Mode I-III knowledge creation
framework accompanied by changing roles of university, industry and state.

Vs

Mode I Maode IT Mode HI

High

Complexity of the Process

University facilities available for non-academic purposes. events. societal activities etc.

N~
of R&D

NI Communi- Academic Coniract Jointly owned

employees cation publication researchand | and operated
Awareness Extension & Patenting and | consultancy technology
raisings educational licensing Interchange property
activities activities Spin-off of smffand | infrastructure

IP regulations creation A students Joint R&D

N

Figure 3. Development of knowledge transfer channels and indicators in the scale of
Mode I, IT and III knowledge creation frameworks. (Compiled by authors)

Development of these forms of cooperation requires that the universities have gone
through the second academic revolution and the companies have sufficient
technological expertise. Thus, knowledge diffusion is preceded by the stage of
awareness enhancement (inner development of the involved organisations, raising
awareness and building supporting infrastructure) as a prerequisite for reaching out
for cooperation and knowledge exchange.

In addition, the last stage of knowledge engagement appears in two forms. First,
non-academic use of universities’ facilities (libraries, cultural centres, sports grounds
etc.), University-organised events for community and regional economic and social
benefit (workshops, seminars etc.) participation in non-academic community and
economic activities, which accompany and support knowledge transfer activities in
all levels of complexity. Knowledge engagement in a more specific context of
knowledge transfer activities stands for a stage following the cooperation,
collaboration, joint ventures and partnerships developed under the phase of
knowledge relationships when research and development infrastructure
convergences near universities and science parks and knowledge transfer appears
based on jointly owned and operated technology property infrastructure —
technology and research parks, buildings, equipment, instruments etc.

Described three interconnected sets of developments compose the knowledge
transfer support scheme formation and evaluation framework presented on Figure 4.
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Mode I

Mode 11 Mode IIT

Complexity of the Process

University facilities available for non-academic purposes. events, societal activities etc.

i \
Direction of academic revolutions at universities

I I /)

T——

Direction of increase in technological competency
of firms

' : — A
Direction of changing roles of the state

) T e
N A N j

Figure 4. Knowledge transfer support scheme formation and evaluation framework.
(Compiled by authors)

Criteria for Government support scheme development

According to the framework, government support schemes enhancing knowledge
transfer must follow inductive logic. Under Mode I framework the focus of the
support scheme should be in inner developments of the participating institutions, in
the case of universities on raising awareness of innovation and entrepreneurship and
setting up according regulations and rules (intellectual property and business activity
regulations, motivation systems, communication strategy etc). Outputs of this stage
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are the support structures built, regulations adopted, number and volume of
awareness-raising activities implemented. The result of these activities is the second
academic revolution taking place in universities.

Under Mode II framework, the universities have acknowledged their role in the
process of economic value creation and less complex knowledge transfer processes
(Knowledge diffusion) phase will evolve characterized by widespread dissemination
of research results (communication, training, etc.) and the creation of knowledge
products (patents, licenses, spin-off companies, etc.). The result is increasing public
awareness of the research taking place at universities, evolving cooperative
arrangements and the respective competencies and increase in the volume of
knowledge transfer activities and complexity.

Under Mode III framework more complex Knowledge relationships will evolve
(contract research, analytical and testing services to companies, etc.). With
progressing interactions, diffusion process of traditional separated roles described by
Triple Helix innovation and Mode III knowledge creation framework will start
followed by convergence of research and development infrastructure near
universities and science parks and emergence of cluster infrastructure.

According to the knowledge transfer support scheme formation and evaluation
framework, the design and evaluation of government support schemes enhancing
knowledge transfer must be based on the following principles:

o the task of the support scheme is to guide and develop the participants of
knowledge transfer process on the scale of Mode I-III: to foster the progress of
academic revolutions in universities, the increase in technological competency
and innovation awareness in enterprises, parallel of which the role of the state
will alter from funder and controller to protector and director.

o The focus of the aims and activities of the support scheme has to follow national
framework conditions, development assets and deficiencies of the involved
parties and direct the aims and activities of the program to utilizing the
preconditions and elimination of the deficiencies.

e The indicators of the support scheme aimed at enhancing knowledge transfer
have to measure the whole range of knowledge transfer activities with growing
complexity in the scale of Mode I-III, to enable the analyses of the appearing
changes.

e Government support must lead to sustainable development of knowledge
transfer processes through diversification of the sources of academic research
funding.

Knowledge transfer support scheme formation and evaluation framework provides a

basis for qualitative assessment of the results of the program through the quantitative
inputs and outputs, thus compensating the lack of socio-economic impact indicators.
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Framework conditions for knowledge transfer in Estonia

Analysis of framework conditions for knowledge transfer in Estonia shows
significant shortcomings in the preconditions for Triple Helix development:

1. Research and development in Estonia has been characterized by a strong
orientation towards basic research and linear model, which has rooted in the
vision about the functions of university among its academic staff.

The process of academic revolutions in Estonian universities compared to developed
countries is somewhat shifted. The first academic revolution emerged after the
disintegration of the Soviet Union and the process continued during the second half
1990ies. Estonia is currently in transition to the second academic revolution: the
traditional roles of a university — teaching and scientific research — are being
supplemented with new roles — direct participation in the creation of economic and
social capital (Mets 2009).

Estonia has been characterized by very low patenting activity — up to 28 times
smaller than EU Members average (Eurostat 2009), which is also related to Estonian
socialist background, where invention was public good and inventors supported by
state with no need to intellectual property creation (Vinter 2005).

2. Business sector is largely made up of small or medium size and relatively low-
technology companies, whose specialization is not aligned with the universities
orientation resulting in the lack of cooperation between them.

Approximately 98% of Estonian enterprises are small or medium-sized companies
and only small numbers of firms registered in Estonia are middle or high-tech
companies (Eesti vidikese... 2005). Almost half of Estonian enterprises are innovative
(49%), which is a better result than the EU average, but the total expenditure on
research and development composes of large proportion of investment to machinery
and equipment (70%), which has increased substantially between 2000 and 2004
(Viia et al. 2007: 9). This means that real R&D share of firms is quite small.

Case study analyses of Estonian companies are close to the European Union
Community Innovation Study, according to which a third of companies are capable
of delivering change, one tenth are able to change their position on value chain, but
40% do not see the need for change or can change (Eesti konkurentsivdime... 2009:
36). Thus, a great share of Estonian businesses are situated in lower boxes of
technological competence and need according support measures before they are able
to enter into cooperation and knowledge transfer activities.

3. The State has been the main financing body of national research and
development activities with strong orientation towards basic research in
universities, hampering the cooperation possibilities between university and
industry.
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Aggregate expenditure on research and development in Estonia is increasing but
sharing still comparatively low level, constituting 0.61% of gross domestic product
(GDP) in 2000 and 1.29% of GDP in 2008, which is only about the half of the
European Union “old” Member States’ corresponding average (Eurostat 2009).
Positive is however, that the Estonian R&D investment ratio to GDP has increased
almost twice during the period.

Dominating financer of R&D has been public sector (state) amounting to 60% of
total R&D expenditure in 2000, that has dropped to about 57% to 2008 (Eurostat
2009). In addition, R&D expenditure has been strongly inclined towards linear
model, as most of the investments support academic basic research. In developed
countries the ratio is the opposite, with an emphasis on applied research and
development activities. State support has been aimed to develop high-technology in
universities and technology and innovation policy has been too complicated for
average firms (Jiirgenson et al. 2005).

State function must refocus on diversification of R&D investments instead of only
basic research-oriented approach. Thus, it is important for state to re-evaluate its
priorities and position itself in knowledge-based economy which will be further
elaborated and evaluated under the following analyses of SPINNO program.

Development of SPINNO program

Government is supporting the development of awareness, skills and infrastructures
related to knowledge transfer in Estonian universities since 2001 with SPINNO
program. SPINNO program were together with R&D program the first two
innovation support schemes in Estonia. Also, in an international context, Estonia
was at the forefront of the drive of launching government support schemes
facilitating knowledge transfer. In Great Britain, which has been one of the leading
countries in knowledge transfer management and pattern setting for Estonia, similar
support scheme was initiated by Higher Education Funding Council in 2000
(HEROBC program).

Till now two funding periods (2001-2003) and 2004-2006(7) of SPINNO program
have been implemented with 100 million Estonian kroons (EEK) altogether invested
to enhancing the knowledge, skills and environment for knowledge transfer. Third
period (2007-2013) is ongoing consisting of two-year core-funding periods with 80
million EEK planned.

Background report was prepared by independent experts (Technopolis and KU
Leuven) before the launch of the program. Report (de Jager et al. 2001) confirmed,
that Estonian research and development activities are strongly shifted towards basic
research and the level of implementing the results of research and development for
business purposes lags significantly behind the European Union average. The
preliminary study (de Jager et al. 2001) showed that although Estonian universities
are relatively good by their research capacity, the maturity of their business incentive
structures varies, but in general they all lack proper support structures. It was
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therefore stated in the regulations of the first SPINNO program (2000), that
universities must take the leading role in stimulating knowledge based
entrepreneurship and the aim of SPINNO program is to promote their
entreprencurship-targeted functions.

Due to the novelty of international development of knowledge transfer field, the
system of knowledge transfer indicators were not developed during the first period
of SPINNO and therefore no coherent system of indicators measuring the
knowledge transfer activities facilitated was required also under Spinno 2001-2003.
However, it was stated in the program regulations (SPINNO programm 2000: 3) that
the business orientation towards entrepreneurship will be evaluated based on
research and development results being used for commercial purposes, which may
be organized in the following two ways: contract research and development; Spin-
off entrepreneurship, patenting and licencing.

Three projects were financed with government support up to 75% from the eligible
expenses in the 2001-2003 — Tartu University with partners, Tallinn University of
Technology with partners and project BioSpinno composing of network of actors in
Estonian biotechnology field.

In 2003, evaluation of the programme implementation and results (Evaluation of...
2003) was carried out by SQW limited, noting, that the programme should continue,
as culture and attitude towards knowledge transfer and the conception of
entrepreneurial universities is starting to change in positive way, but a long way is
still to go. Also, it was noted, that there is a need for more thorough support system
for demand side — enterprises.

Based on the recommendations made in Evaluation report, SPINNO 2004-2006 was
launched with some changes — preliminary application procedure was initiated, set
of indicators was launched reported by the applicants, the amount of support was
decreased from 75 to 65% of the eligible expenses and participation in SPINNO was
widened to applied higher education institutions. In 2004-2007 financing of previous
three projects was continued and 4 more projects (Tallinn University, Estonian
Academy of Arts, Estonian Maritime Academy, University of Applied Sciences)
were financed.

In 2006, impact evaluation was carried out again by SQW Limeted. It was
concluded in the Evaluation report (2007), that the program was effective in
reaching qualitative goals — in motivating the members of beneficiaries, raising their
awareness and skills in knowledge transfer, establishing the structures and
regulatory environment for knowledge transfer. Quantitative indicators like incomes
from contractual research and development, consultancy and training activities
offered to firms were accomplished on the planned level. The results did not meet
the expectations set regarding patenting, licensing and spin-off creation and there
were problems also regarding finding and financing suitable personnel.

205



The report concluded that SPINNO program has significantly increased the
readiness for cooperation between universities and industry, but the field of
knowledge transfer still shares low reputation amongst the managements of
universities as a whole and, consequently, their poor representation in the strategic
development priorities (Brighton and Kells 2007). The evaluators supported the
continuation of the program, but recognized as in 2003 that the main challenge is the
low level of knowledge and skills in research and development cooperation in the
vast majority of Estonian companies.

New period of SPINNO funding was launched in 2008 when based on the example
of Great Britain, system of two-year core financing periods of the knowledge
transfer function are implemented. Financing is based on the formula composed of
indicators characterising presumptions and results of knowledge transfer of the
applicants two years before. The indicators used for calculating core funding
formula are related directly to the necessary base for successful knowledge transfer
(the number of applicant’s research and development personnel), performance
indicators characterising knowledge transfer results during the agreed time-period
(revenues from R&D contracts, sale of licenses and patents, testing and analysis,
training and consultancy services), and indicators characterizing sustainability of
knowledge transfer function in the organization (the number of contracts with
business, public and non-profit partners, the number of employees in the field of
knowledge transfer) (Seletuskiri majandus... 2008: 6). Size of the grant is calculated
based on the formula and applicants have to additionally submit application form
where they describe the aims, activities, their results and impacts facilitated by the
money used.

The aim of core-funding system is to guarantee insured and stabilized funding that
enables to hire and keep relevant personnel and guarantee elementary platform for
knowledge transfer activities. In 2004-2007 existing 7 institutions were financed
with BiosPinno being replaced with single institution of Estonian University of Life
Sciences.

Evaluation of SPINNO program

During the first implementation period of Spinno program, the similar support
schemes in the international arena were freshly launched in comparatively more
developed Triple Helix contexts (eg. Great Britain, Sweden etc). The best practices
were imperfect and the systems of knowledge transfer activities and indicators to be
developed. As an important prerequisite for Triple Helix creation, the program-
makers have taken the international experience as the basis for SPINNO set-up
development and evolved together with it. Next, the evaluation on the set-up of
SPINNO program is given regarding its objectives, activities, indicators and results.
Following, the problems revealed and solutions proposed are elaborated.
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Objectives

In the early years of SPINNO program Estonia was positioned mainly in the Mode I
framework (universities were predominantly academic basic-research oriented,
business sector consisted mainly of low-technology small-and medium-sized
enterprises and up to 60% of research and development activities were financed by
state of which most part was directed to academic basic research). According to
inductive approach based on knowledge transfer support scheme formation and
evaluation framework, the program should have had strong emphases on the
developing knowledge transfer infrastructure, raising awareness through internal
processes of universities and disseminating knowledge, educating and shaping
values of society, which devolves from universities into business and wider society
and allows universities to start participating in economic processes.

Objective setting of the first SPINNO programme was characterized by contrarily
deductive logic. During the first program period the strategic objective was set on
very broad terms aiming on Estonia’s international competitiveness and
strengthening of national innovation system. On the second period the objective was
focused on expanding the cooperation between universities and industry and
strengthening the capacity of universities to participate in these relationships and
lead the innovation process. On the third reporting period, the system of objectives
was reduced to the level of universities and aimed at increasing the sustainability of
knowledge transfer function as one of their strategic missions on equal basis with
teaching, research and development. This evolution of general objectives of the
programme could be seen as refocusing of the program, but at the same time, the
substance of knowledge transfer concept has also altered.

In the first and to lesser extent in the second program period the concept was viewed
by both, the programming institutions and applicants, as limited to technology
transfer. By the third reporting period it was acknowledged, that even more
important is to facilitate knowledge transfer as the precondition for technology
transfer. It was also realised by the programming institutions, that knowledge
transfer does not only include the interaction between university and industry, but is
concerned with interactions between universities and the rest of society (including
public and non-profit spheres).

Supported activities

Despite the inconsistencies revealed in programme targeting and considerations
regarding the nature of knowledge transfer, the activities financed by the program
were consistent with the development needs of the Mode I-1II framework.
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Figure 5. Activities supported by SPINNO program during financing periods of
2001-2003, 2004-2006(7) and 2008-2013.

Figure 5 reveals how the activities supported are focused around Mode I and Mode
II knowledge creation frameworks and therefore are consistent with the needs of
framework conditions of Estonian national innovation system. Also, comparing the
activities supported with general and sub-objectives of the programme and the
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indicators expected, it could be said, that the gap between the aims and expectations
on one side and supported activities the other has been consistently converged.

Indicators

The system of indicators on different SPINNO programming periods is presented on
Figure 6.
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Figure 6. Indicator systems of SPINNO program during financing periods of 2001-
2003, 2004-2006(7) and 2008-2013.
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In the first program period no general indicator systems were set. The second period
was characterized by plurality of indicators in places with disputable interpretation
resulting in loss of quality and posing a huge administrative load to the project
applicants obligated to report them. Third period is ordered and reasoned with
indicators measuring the activities in the whole scale of Mode I-III.

Results

Table 1. Aggregated performance and targets for all projects during 2001-2006

Indicator 2001 2002 2003 2005 2006
Income from consultation 14580 | 17515 | Prognosis
and training services 4100 | 6162 | 8731
(1000 EEK) 24 665 | 35668 | Actual
Income from R&D 46180 | 56900 | Prognosis
contracts with businesses | 19104 | 3474 | 37 581
(1000 EEK) 54108 | 57731 | Actual
Income from analysis and 9800 | 11300 | Prognosis
testing services (1000 3451 | 4228 | 7345
EEK) 8 180 5659 | Actual

5 3 9 9 34 | Prognosis
Patents granted (pc) 3 8 | Actual

3 4 7 6 12 | Prognosis
Licenses granted (pc) 6 13 | Actual
Income from realisation 2779 | 2695 | 4315 6330 8 400 | Prognosis
of IP (1000 EEK) 877 3 185 | Actual
Spin-off businesses 5 7 15 7 10 | Prognosis
established (pc) 5 10 | Actual
Spin-offs existing for 3+ 7 12 19 32 38 | Prognosis
years (pc) 26 29 | Actual

Source: Brighton and Kells 2007

The dynamics of SPINNO aggregated output indicators is corresponding to the
expected dynamics defined by knowledge transfer support scheme formation and
evaluation framework, with the exception of Knowledge Production stage. The most
important change revealed by documentation analyses and interviews is the
qualitative change taken place (Mode I, Awareness Enhancement) — the universities
have been acknowledging the nature and importance of knowledge transfer function.
The highest growth amongst quantitative indicators has been achieved regarding the
income levels related to consultation and training services (increased 8.7 times over
the period 2001-2006), which represent knowledge diffusion phase of Mode II
framework. Incomes from contract research representing the knowledge
relationships phase of Mode III framework have been growing three times during
the period of 2001-2006. The expected outputs of knowledge production phase
(patents, licences and spin-off creation) have not been achieved in Estonian context.
The phase represents the linear model of innovation referring to technology transfer,
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which in Estonian context therefore has to be preceded by longer knowledge transfer
period

The interviews and documentation analysis revealed, that amongst both, the
program-setting institutions and applicants, there has been a positive shift in the
scale of Mode I-IIl. Amongst program-setting institutions the change has been
towards Mode III and amongst applicants towards Mode III or Triple helix
framework. In conclusion, SPINNO program has been following the described line
of government policy and been at some point biased towards linear technology push
theory, but it can be said that the state has been able to be a step ahead from the
general development in the scale Mode I-III and take the lead on directing the
knowledge transfer processes.

Problems and proposals

The analyses revealed, that the program has not paid enough attention to different
aspects of sustainability of knowledge transfer function and on spreading according
attitudes among the applicants. At present, when the knowledge transfer functions
are supported for eight years and is well known that in 2013 the following decisions
must be made regarding the continuation of the program, more attention must be
paid to the potential for knowledge transfer function and its independence of
assumptions through the analysis of sustainability indicators that reflect the diversity
of sources of funding such as research, knowledge transfer process, the complexity
and an increase in the working duration and repetition.

The core funding formula used in third program period is fraught with danger for
qualitative change to be hampered in the simple optimization of the formula
components. Therefore, in order to guide the qualitative change taking place in
universities towards sustainable development of core-financed knowledge transfer
function and to ensure data for assessing the need for further financing of the
function during the funding period, next to input and output indicators qualitative
indicators should be analyzed alongside.

Qualitative indicators, systems and practices are still evolving and current study
does not attempt to carry out a thorough analysis of any qualitative or impact
indicators, but in light of the analyzes some of the recommendations in the context
of the existing system can be made regarding possible qualitative indicators:

e separating the income volumes from corporate, public and private sector
cooperation gathered for core funding formula enables to analyze the dynamics
of research and development funding sources in regards of different sectors and
knowledge transfer channels of different complexity;

e consideration should be given to involving the indicator measuring the
percentage of income generated by repeated cooperation, enabling to assess the
sustainability of cooperation in form of duration and repetitiveness.
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Next to the process of designing the set-up of Spinno programme, the developments
amongst business sector (knowledge transfer demand side) taken place on scale
Mode I-III has been insufficient studied, elaborated and taken account. Since the
program has 8 years of history and the focus of the program has been evolving to
improving the quality of knowledge transfer activities, an analyses exploring the
sustainability of cooperation relationships developed (their length and
repetitiveness) and changes in demand should be carried out. This should be an
important input to possible following evaluations and deciding on continuation of
the program.

Although in the long term, the knowledge transfer to non-profit and public sector is
also important, in current knowledge transfer framework the focus of the programme
should be on university-industry knowledge transfer activities which is an important
key to solving the major problems of Estonian innovation system — both the low
innovation awareness of business sector and the low contribution of the private
sector in research and development.

Conclusion

The gap between the aims and expectations on one side and supported activities the
other has been consistently converged. In the first and to lesser extent in the second
SPINNO program period the concept was viewed by both, the programming
institutions and applicants, as limited to technology transfer. By the third reporting
period it was acknowledged, that even more important is to facilitate knowledge
transfer as the precondition for technology transfer. It was also realised by the
programming institutions, that knowledge transfer does not only include the
interaction between university and industry, but is concerned with interactions
between universities and the rest of society (including public and non-profit
spheres).

The dynamics of SPINNO aggregated output indicators is corresponding to the
expected dynamics defined by knowledge transfer support scheme formation and
evaluation framework, with the exception of knowledge production stage. The most
important change revealed by our analyses is the qualitative change taken place
(Mode I, awareness enhancement) — the universities acknowledged the nature and
importance of knowledge transfer function. The highest growth amongst quantitative
indicators has been achieved in the income levels related to consultation and training
services (increase of 8.7 times over the period 2001-2006), which represents the
knowledge diffusion phase of Mode II framework. Incomes from contract research
representing the knowledge relationships phase of Mode III framework were
growing three times during the period of 2001-2006. The expected outputs of
knowledge production phase (patents, licences and spin-off creation) have not been
achieved in Estonian context.

The analytical framework developed under this study provides an useful basis for
the design and case studies of programs enhancing knowledge transfer.
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HOW TO SPEAK THE SAME LANGUAGE WITH EUROPEAN
INNOVATION-POLICY IN TERMS OF LIVING LABS?'

Ave Lepik, Urmas Varblane
University of Tartu

Abstract

A Living Lab is a user driven open innovation ecosystem, which combines
consumers, firms and public sector. It is a rather new innovation methodology,
which steadily gains stronger acceptance and becomes a significant innovation
policy’s instrument in many countries. This article provides suggestions and
conceptual framework for the applying living lab as the innovation policy
instrument in the framework of national innovation-system in small countries. In the
countries with the total lack or very limited experience about using the living labs
the introduction of living lab approach requires answering several important
questions. The paper is focused on the identification of potential areas of using
living labs approach as well highlighting also potential obstacles in the process of its
application in Estonia.

Keywords: innovation and invention: processes and incentives; management of
technological innovation and R&D; technological change: choices and
consequences; diffusion processes

JEL Classification: O31, 032, 033
Introduction

During the last decades radical changes happened in the functioning of national
innovation systems. The dominant linear innovation model is gradually replaced
with the interaction and learning based approach. Open innovation approach and
understanding about the utmost importance of using different sources of knowledge
in the innovation process becomes basis for thinking and modern policy-making.
The economic crisis has put more pressure to governments and firms to be more
effective and innovative. When most of all new products don’t make it on the
market, it is crucial to learn and find out what users actually want and need. One
solution here is to engage end-users into the innovation process more strongly, even
as active co-creator. The same goes for public social services - to supply services
that raise welfare among users most effectively.

In last decade, a shift in innovation paradigms has taken place — new innovation
concept has been developed, implemented successfully into practise and has found
acknowledgement in many counties. Living lab is methodology of innovation

! This paper has been prepared with financial support received from the Estonian Science
Foundation Grant 7405 and from the Estonian Ministry of Education and Research Target
Financing SF0180037s08.
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system as well the organisation that mainly uses it. Living lab is user-driven open
innovation platform with real-life settings, which could be called as the public-
private-people-partnership. End-user involvement and co-creation in innovation
process is seen as powerful instrument at all stages of innovation process. By the
end of year 2009 there were 129 members represented in European Network of
Living Labs (ENoLL) (European Network... 2009). Also there are many non-
members, operating mostly in Western European. The concept of Living Labs
reached to Europe from USA around millennium, so the living labs in practise are
rather new phenomenon.

Living labs gain more support also from the European Commission to contribute
effectively to European innovativeness and competitiveness. So far Estonia is
making only its first steps and has not stated its clear attitude towards living labs.

The aim of the article is to give recommendations for the Estonian innovation policy
makers in order to use living lab as an innovation policy instrument. The findings of
the article could be used also for the other small economies where living labs are not
used yet, or the experience is rather occasional. Explaining the characteristics and
criteria of living labs provides a general picture where the innovation process should
be directed and how living labs could be used to create innovations more effectively.
As living labs have various forms, existing living labs are studied and the framework
for categorization is created by authors. The question how to choose the direction,
form and sector for implementing living lab is raised and some options are proposed
and analyzed. For discussion many critical issues about living labs are brought out.

Since living lab is rather new research area, the amount of systematic analyses and
supporting theories are limited. Besides research-papers this article bases also on
conference presentations and papers, roadmaps and reports. The living lab concept
can be taken into smaller parts and literature can be found on specific aspects.
Following article is based on the analysis of the work of 68 European living labs,
including all ENoLL living labs from Nordic countries. During the research process
also two interviews were made, with the president of European Network of Living
Lab and Nokia development director Veli-Pekka Niitamo and CEO of Forum Virium
Helsinki Jarmo Elukka Eskelinen.

Different approaches toward the living labs concept

The term “Living Lab” presents a methodology as well organisation that mainly uses
this approach in innovation process. Different perspectives have been stressed by
various authors about the concept of living labs. Typically a living lab is understood
as an environment where ICT developers and service providers can test and validate
new solutions on users, be sensitized with regard to new and unexpected uses, and
find inspiration for future innovation (Felstad 2008).

From the methodological perspective living lab can be defined as research- and

development methodology as well innovations that are created and validated in co-
creation based, multi-contextual real-life setting. (Eriksson et al. 2005) Ballon et al.
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(2005) define living lab as experimental environment where technology is given in
real-life context and where end-user is involved as co-creator. The emphasis is on
environment, experimentation and testing as well on the user who is seen as co-
creator.

The official definition comes from ENoLL: Living Lab is open innovation
environment with real-life setting, where user-driven innovation is co-creation
process for new services, products and social infrastructure. Living Lab is co-
creating environment for human-centric research and innovation. The emphasis here
is on user-driven and open innovation. (European Network... 2009) The definition
used in CoreLabs projects: system allowing users of the services and products, to
take active role as contributors and co-creators in research-, development- and
innovation process (CoreLabs 2007). User and its active role are in the centre of this
definition. But it also pays attention to living lab as the system of interactive players.

Bergvall-Kareborn er al. (2009) define Living Lab as an environment in which
people and technology are gathered and in which the everyday context and user
needs stimulate and challenge both research and development, since authorities and
citizens take active part in the innovation process. The underlying idea is that
people’s ideas, experiences, and knowledge, as well as their daily needs of support
from products, services, or applications, should be the starting point in innovation
(Bergvall-Kéreborn et al. 2009). Again the importance of environment and users is
brought out.

From these definitions a starting point for living lab can be marked: close co-
operation with shareholders, develop products and services from the point that users
actually want and need, where living lab role is to combine and empower users so
that they would participate in value creation. The main precondition for living labs is
the development and testing takes place in real-life context, not in constructed
sterilize lab. (Stahlbrost 2008)

As mentioned, living lab can be seen as methodology as well as an organisation.
Lama and Origin (2006) describe living labs as user-centric research methodology
for sensing, prototyping, validating and refining complex solutions in multiple and
evolving real life context. Here living lab is described as methodology. Whereas
living lab is also being defined only as small organization that aim to capture users’
insights, prototype and validate solutions in real life contexts. (Almirall 2008) Here
living lab is narrowed down to organisation, and only the environment by real-life
context is emphasised but not how users are involved in innovation process.

Van der Walt et al. (2009) has found that there are two different streams of thoughts
regarding the living lab concept. For some living lab is pure “testbed” for innovative
solutions while others see living labs as a pure means to conduct context research
and co-creation with other users. (Van der Walt e al. 2009). Niitamo (2009) refers
that testbeds and living labs should not be equalized as living lab is wider concept
with uncontrollable elements.
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From institutional perspective, a Living Lab can be defined as “a system based on a
business-citizens-government partnership which enables users to take active part in
the research, development and innovation process. Products and services are
developed in a real-life environment in a human centric and co-creative way, based
on continuous feedback mechanisms between the developers and the users”. (Study
on... 2009) The system perspective puts focus on the relation between the Living
Lab as a whole and its interdependent parts.

Focus on one aspect leads to the biased concept, especially in practise. Living Lab
should be seen as an integral part of the national innovation system.

Key-elements of the living labs approach and its importance for the country

In this part the key-elements and criteria of living labs are presented. Concurrently
the level of organisation and economy are in focus. Following characteristics are
precondition for more successful innovation in organization (firm, co-operation,
etc.) as well creating innovative economy in general. Some possible spill-over
effects are brought out. We suggest that the criteria set for organisations apply also
on more abstract level.

Living lab should meet four criteria (Eskelinen 2009):

1) user-driven - the access to real end-users community and the involvement in
innovation process;

2) open innovation way of thinking;

3) ecosystem — collaboration network of facilitators, service providers, customers
and communities;

4) real-life environment for testing and validating.

The most distinctive feature of living labs is the engagement of end-users as the
active stakeholders. Users have been transformed from passive objects to active
subjects who contribute and acts as co-creator (Felstad 2008). User communities’
activation and participation is the basis of user-driven innovation (Eskelinen 2009).
The large number of users involved when trying out new ICT solutions is almost
exclusively a characterizing purpose of the Living Labs; “Large numbers of users”
being understood as several hundred or more (Folstad 2008).

User involvement could happen with different intensity. Niitamo (2009) refers to
five levels of user engagement (figure 1): 1) users monitored/u-data simulation, 2)
user participating, 3) user collaborating, 4) user designing and 5) user producing. If
traditional market-research methods and tools are adequate living labs are not
needed and instead traditional tools (e.g. questionnaire) could be used. One goal is to
get insight of users needs and wants that they are not able or willing to reveal -
decoding tacit knowledge of users. From the other end of the scale the more direct
contribution in innovation creation and product-service development is expected.
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Figure 1. Levels of user engagement. (Niitamo 2009)

By users engagement Living Labs intrinsically create societal awareness (Almirall
2008) and make citizen more active. Almirall referring to Florida notes that this is
relevant because the innovative capacity of a society depends also on soft factors,
among them its perception of being innovative. (Almirall 2008) When users are
aware of their influence they are more willing to contribute and generate spill-over
effect where more people want to be important and acknowledged.? Living Lab is
instrument for rising people activeness and creativity. Active and creative user
communities are precondition of innovative society.®

Open innovation by Henry Chesbrough’s definition is the use of purposive inflows
and outflows of knowledge to accelerate internal innovation, and expand the markets
for external use of innovation, respectively (Chesbrough 2003). This paradigm
assumes that firms can and should use external as well as internal ideas and internal
and external paths to market, as they look to advance their technology. (Study on...
2009) It is crucial to co-operate with other organisations to sell, buy and licence
innovations. For Living Labs the main elements of open innovation include open
collaboration, open data, shared R&D activities and trade of results (Eskelinen
2009). All these aspects are important both levels for company as well for small
country economy.

Ecosystem is multi-partnered collaboration network of facilitators, service providers,
customers and communities. Public-private-partnership is the basis but as users are
involved as equal partners we can call it public-private-people-partnership. The
network can vary from few firms and organisations up to hundred, but the number
must optimal and accordance to the aim of activity and methods. Strong cooperation
between different partners is one method of open innovation and it allows using
resources more effectively. More abstract level collaboration creates trust in society.

Partnership and collaboration network can be created with long-period perspective
but as Eskelinen brings out, the ecosystem might be temporary ad hoc-ecosystem.
Although sustainability is one key-characteristic, some living labs and therefore

% Good example here is Ericsson where co-creation is in competition form.
3 Ekselinen refers to so-called beta-testing culture in Finland.
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ecosystems might me created only for projects. Folstad (2008) disagrees, and claims
the innovation is not achieved through short and fragmented project initiatives but
through long-term innovation efforts involving cycles of gaining new insight and
gathering experience of implemented solutions (Folstad 2008).

One of most mentioned aspect of Living Labs is real-life setting for
experimentation, testing and validation. Living Lab concept requires familiar context
instead typical sterile laboratory. The aim is to create as authentic use situation as
possible (Bergvall-Kéreborn 2009, Markopoulos et al 2000). Familiar contexts of
use may be real-world contexts or simulations (Felstad 2008). The real-life testing
validates the results more strongly.

The CEO of Forum Virium (Helsinki Living Lab) Jarmo E. Eskelinen emphasises
that loose concept of living labs is not supported among well-functioning living labs.
Strong concept of living lab should be the purpose when starting to create and
develop a living lab. The aim should be the acceptance and trust among international
partners and other living labs. All mentioned four criteria must be met. The case
where user is engaged into innovation process but the testing still takes place in
typical testing-lab, should not be called living lab. Still, it must be mentioned that
many so-called “living labs” don’t meet the main characteristics exists. (Eskelinen
2009)

To conclude why one (small) country should support this new methodology and use
Living Labs as innovation policy instrument, four main subjects can be brought out.
First, raising users the awareness and willingness to contribute as co-creators leads
to testing and co-creation culture for more innovative and active society. Open
innovation helps to improve allocation of resources. Multi-partnering ecosystem
rises the trust in society and reduces double-spending on the same resource. The
real-life context should be in favour to insure that the services created, perhaps on
public sector demand, rise citizens welfare.

The rapid spread of living labs and European experience

The concept of living labs was developed in end of 1990s by W.J. Mitchell at MIT,
USA. Through changes in Nokia product development processes Living Lab rapidly
moved to Finland, where support and enthusiasm of Finnish Technology Fond
TEKES has facilitated spread of living labs approach not only in Finland but in other
Nordic countries. Due to the efforts of the European Commission the concept has
found its place in the European innovation policy. (Niitamo 2009) In Europe, where
social services are mostly provided by central or local governments the focus of
living labs tends to be in the field of public social services. Thought, the fields of
possible implementation sectors are not limited.

In 2006 the European Network of Living Labs (ENoLL) was founded and by the end
of 2009 already 129 European living labs had joined with this network. Several
industrial ICT Living Lab initiatives are represented in Living Labs Europe (LLE).
Not all working living labs can be found at ENoLL or LLE, for example Finland has
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its own local network and the number of living labs in the country exceeds 57
(Eskelinen 2009). Agreeing to Almirall’s study, authors consider Finland to be the
most active and effective country in using living labs. Finnish expertise is broad and
the fact that Finns are open to share their expertise and knowledge about living labs
should not be undervalued. Still, attention must be paid to the differences, e.g. in
financing of social public services. By the specific field or forms of cooperation the
best practises can be looked for also elsewhere in Western Europe. Almirall (2008)
study brings out as following countries or regions: Sweden, Flandes (Belgium),
Finland, Catalonia and Holland. Eastern Europe is still touching the ground and
making its first steps in 2009-2010.

Distinguishing pattern occurs analysing the spread of living labs between academia,
public and private sector. Living labs started from academia; through global
corporation it gained interest and support from public sector. Public sector has its
focus more to social services and SMEs. The concept has captured the attention on
all levels.

As public sector, SMEs and global corporations act on different levels and with
different goals the same methods of living labs can’t be applied mostly. Big
companies (e.g. Nokia, 3M, and Ericsson) have created their own real-life context
labs, called as beta-labs, where similar concept is applied. The difference is that they
don’t need public sector as mediator. Having the resources the user-involvement can
be taken to the highest level. For example Ericsson is having contests where users
are programming applications, not just using and testing the existing ones
(Ericsson). When it comes to public sector and SMEs such a level of co-creation
should not be expected. Innovation policy must consider this aspect: although users’
co-creation is one main pillar of living labs, there are different levels of users’
engagement, and the adequate one should be expected from different living labs.

Types of living labs

A high level of heterogeneity occurs among existing Living Labs. Due to their
various entities, it’s not adequate to compare and evaluate all of them in the same
basis and with the same indicators. Segregation and categorization is needed. Author
studied information about 68 randomly chosen European living labs. Published
information at ENoLL homepage about different living labs varies greatly, but
abstract conclusions can be made.

Niitamo’s (2009) “layers of living labs” can be used to divide living labs into four
groups. Studying existing living labs author noticed two main dimensions
characterizing a living lab: 1) the level of specialization and 2) the form/type/entity
of living lab. Niitamo presents layers of living labs: human, usage, local and
thematic level. Human level refers to neighbourhoods or self organising virtual
Living Labs. Usage level includes testbeds and other trial platforms. On the local
level the main actor is local innovation service provider. Thematic level is network
of thematic Living Labs. These levels can be used if we have rather clear-cut living
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labs, e.g. city as a living lab (Amsterdam) or it is specialized on mobile-sector but
doesn’t have certain region.

We noticed two main dimensions characterizing a living lab: 1) the level of
specialization and 2) the entity of living lab. Based on introducing leafs, authors
grouped Living Labs in these dimensions. The third dimension to add here would be
the level of user engagement. Unfortunately, this information is not so easily
accessible and must be studied separately. Therefore we focus on the two first ones.

In terms of specialisation, Living Labs have chosen different scope. Based on 68
randomly chosen European living labs authors were able to distinguish four different
levels:

1) one specific focus — e.g. mobile-services

2) whole sector — mostly ICT

3) some areas, mostly not similar.

4) all sectors — no specialization, aim to create innovative environment.

About 30% of living labs concentrate on one specific area in ICT — for example on
mobile-services, logistics, media, e-tourism or e-health. Yet 24% state their field
something else, e.g. agricultural sector or automotive industry. Must be mentioned
that in general ICT is the basis in every Living Labs; for many it is tool to develop
other sectors, for some it is object. One-fourth of living labs operate in many sectors.
And finally there are living labs aim to create general innovative environment where
different services or products could be developed. About fifth of living labs have no
specialization to concrete sectors.

Report “Study on the potential of the Living Labs approach® for European
Commission brings out the rationale seems as following: in order to create business
value for stakeholders, Living Labs should develop a specific set of knowledge,
expertise and capabilities according to the specific stage of the value chain they want
to play into. The report suggests that “un-specialised” Living Labs tend to have
more difficulties in being successful. (Study on... 2009)

Another important aspect to know about living lab: how it is managed, the number
of partners, the type of host organisation. Most but not all of ENoLL’s members are
public-private-partnership coming from academia or city innovation promotion
agencies. Therefore they are relatively small organisations in coordinator roles
between academia, users, companies and public agencies. (Almirall 2008)

This dimension could be called the type or form of living lab. The main types of
living labs in Europe are (Study on...): single sector business association, open
Innovation prone enterprise, policy-driven government initiative, network-oriented
university spin-off, high-tech R&D laboratory, business services provider.

Authors have found seven groups; in the bracket the per cent of all studied living

labs is given:
1) Business associations (SMEs) (15%),
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2) public institutions/organisations (e.g. airport, hospital) (1%),
3) certain regions or towns (25%),
4) university projects and spin-offs (24%),
5) consortium of universities (6%),
6) clusters and Techno Parks (22%),
7) full-scale living lab co-operation and networks (7%).
These two segregations overlap partly.

One-fourth of European living labs aim to develop certain region or town. Although
the co-operation behind different regional living labs might vary, mostly they are
public-private-partnerships coming from city/regional innovation promotion
agencies. As this group is distinguishing, it is justified to emphasise this type of
living labs with this label.

About fifth of living labs regard themselves as clusters or techno parks. It is likely to
become a trend to develop existing cluster, Techno Parks or Science Park towards
living lab adding the user-driven innovation aspect to current operations.

Authors find it crucial to bring out one specific group of living labs — where living
labs operate on full-scale. This means that Living Lab has strong stakeholders:
industry partners, scientific partners, international research partners, national and
regional research promotion agencies, national/local innovation agencies, and user
groups who act as co-innovators. It can be argued that the other groups might have
all these different stakeholders as well and function at top level. However, there are
some living labs that stick out with stronger open innovation orientation and
ecosystems. These partnerships and organisations operate on larger scale than the
other types of living labs.

In the following Table 1 the distribution of living labs framed by specialisation and
entity of living labs are provided. It clearly mirrors the heterogeneity of living labs.

Table 1. Types of Living Labs (per cent of all studied Living Labs)

The entity of Living Lab The level of specialization

one many no

specific | sector areas, specia-

field mo'stl.y not lization

similar

private firms 7% 4% 1% 1%
public institutions/organisations 1%
certain regions or towns 7% 3% 7% 7%
university projects, spin-offs 3% 7% 10% 3%
consortium of universities 3% 1% 1%
clusters and techno parks 4% 7% 6% 4%
full-scale 4% 1% 1%

Source: Authors calculations.
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The question about preference for living labs type rises. Would it be more useful to
establish living lab that has many universities as its partners and acts on many field
or support private initiatives in the specific fields like mobile-sector? Or is it more
useful if the cities and towns establish local living labs with certain regional
partners?

Due to the lack of single widely accepted evaluation framework and existence of
only few overall empirical studies so far, it is not fair to say that only certain type of
living labs should be supported by state. All depends on the context and the aim of
living lab. However, the report “Study on ...” refers that business services provider
profile typically does not disclose a high number of successful trials, due to obvious
confidentiality reasons (Study on... 2009).

Innovation policy should be supportive regarding to all types of initiatives. It cannot
be said that some type of living labs are ,,wrong™. It is wise to analyse every case
separately: how they can prove their content, sustainability and ability to export the
output. That doesn’t exclude the possibility that state has its own preference and
more financial support on some project or organisation, but the fact that other types
of initiatives can also be successful and contribute to economy must be keep in
mind.

Looking for best practises and perhaps role-models for possible establishment of
similar living lab, close attention must be paid to some aspects. Variability and
heterogeneity of living labs have a number of factors (Study on...):

1) Different interpretations of the concept

2) Different cultural and institutional contexts

3) Types of technological infrastructure available

4) A variety of business application domains/priorities

5) The nature and role of involved stakeholders

Hence, looking for best practises and role-models it must be studied closer how
concrete organisation has interpreted the concept and what is the nature and role of
involved stakeholders. Before establishing similar living lab cultural and
institutional differences must be analysed, also if required type of technological
infrastructure is available.

The choice of the areas for “livinglabbing”

Choosing the areas where apply living lab concept several aspects must be
considered. There are some approaches to generate ideas and decide in which sector
a living lab could be established or be supported more. We bring out steps to analyse
potential fields. Additionally, a study was carried out among existing living labs to
identify main obstacles occurred so far to obviate them establishing a living lab in
Estonia.
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Analysing fields where a living lab could be establish four groups of knowledge
sources should be considered:
1. The public strategy and priorities for economic growth and development of
certain sectors.
2. Global trends and recommendations by living lab experts and CEOs of
functioning living labs.
3. Best practises from Europe.
4. Local existing co-operations/networks/product-developments that are “Living
Lab-like”.

With limited resources, a country has to choose in which sector contribute more; it is
easier if national strategy is stated. If the knowledge about living lab is rather small
within country, it is wise to listen to international experts who have worked for
living labs and have seen closer which sectors might benefit more and where it
might be too complicated to implement living lab concept. Many international
experts (Niitamo, Eskelinen etc.) see the future of living labs in welfare, health and
sports. In the healthcare the emphasis seems to be more in the preventive work
rather than in the treatment. The main areas of Living Labs potential are suggested
as following: wellbeing (including eHealth), eServices in Rural Areas, ICT for
Energy Efficiency, eMobility and Transportation, eParticipation and eGovernance
(Study on... 2009).

Another approach could be to adapt ideas which seem to function very well. One
advantage in adapting best practises is the knowledge and experience these living
labs already have. The diffusion of knowledge can lead to growth of the sector/area
that is not the priority of the state. Studying existing living labs and their activities is
good way to generate new ideas and possible directions for local living labs. We can
look the countries that are role-models for Estonia, for example Finland and
Netherlands. In Netherlands the focus of living labs is on following sectors: health
and well being, energy and durability, mobility and workplace, regions-cities
(Amsterdam, Leidem Rotterdam etc.) (Niitamo 2009).

Authors of the paper see potential also in the existing cooperation-networks, in so-
called “Living Labs-likes”, and upgrading their content towards to living labs. It is
important to analyse the current situation in real life and find cooperation and
innovation processes where many aspects and features of living labs already occur.
The analysis should start with experts suggested areas and studying existing living
labs and their activities. The reason to look for Living Lab-like” situation lies in the
risk that always follows innovations, including methodological innovations.

Following selection steps must be analysed when choosing the concrete field for
establishing a living labs in Estonia:

Global trends

Importance for Estonia

Competence and resources

Network of potential stakeholders

Potential for export, drive for selling

SNh WD =
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1. Global trends determine also the potential for export. Trade of results of
innovation outcome should be one of main goals for the living lab. Therefore global
trends and growing needs give evidential direction. Aging population is becoming
the serious issue in industrialised countries, which brings healthcare and well-being
sectors into focus. Concerning health the use of ecological food is growing trend.
The development of ICT sector and people’s expectation for convenience put
pressure to public services to become quicker and easier to use. In above mentioned
areas the feedback from the end-users seems to be useful source of innovation and
living labs should be established. It could be also connected with the attempts to
solve digital divide problems — living labs could help to understand barriers for
elderly people in using e-solutions.

2. The importance for Estonia can be seen from different levels: importance for
economy and international reputation or importance for local society. Whereas
global trends must be followed, it is also important to pay attention to local needs.
Living Lab is instrument to improve welfare of local citizens by providing better
services and products.

3. By competence and resources we mean mainly competence and resources in ICT-
sector. The specific ICT areas where Estonia has advantage should be exploited.
Essential resource for living labs is end-user community. Here Estonia has
advantage — Estonians are used to comfortable public services through ICT.

When it comes establishing a living lab it must be noted that innovation is output of
knowledge process that requires learning. Introducing and implementing new
innovation system and way of thinking takes time and learning. In general, the
radical innovation means more risks whereas incremental innovation is seen as way
to implement new changes step-by-step and by that reducing the risk. To gain
experiences and expertise and to realise the deeper meaning of the concept, it seems
reasonable to start with current potential — analysing existing networks and co-
operations, bring out their weaknesses and ,loose” aspects, and developing it
towards strong living labs.

4. Living lab brings together different stakeholders: business sector, academia,
public sector and end-user community. Beforehand different forms of living labs
were brought to show the heterogeneity of living labs. One reason of heterogeneity
of living labs lies in the variability of stakeholders and host organisation. Although a
living lab could combine few up to hundreds of organisations or firms, it is clear that
system only can work if concrete organisation is responsible for the coordination of
living lab. This is likely to be the organisation that most benefits from the outcome
or is most interested that living lab is operating. We see here the producer or service
provider who is directly interested in turnover and profit. In terms of public social
services local government or local or national innovation agency could be that
responsible host organisation.

5. The success of Living Lab can be determined by how many new products and
services are created and successful in the market. The effort put in innovation
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process and living lab system must result with innovation. For Estonia, or any other
small country, it is rather crucial that created products and services would be
internationally tradable.

Critical issues in the process of implementing living labs

Authors of the paper carried out short study to identify main obstacles when
establishing and operating a living lab. Structured written interviews were carried
out among existing living labs, members of ENoLL.

Following obstacles were brought out (look Table 2 as well):

Overall confusion what is essence of the Living Lab as a scientific methodology.
Different approaches to concept and therefore different expectations.

How to find long-term funding, i.e. a stable business model.

How to motivate users.

The feedback and contribution of end-users is not taken into account by the
companies.

How to keep the system together - having user community on one side and
having real commitments from partners working in the Living lab on the other.

In table 2 we bring out the possible action to obviate these problems.

Table 2. Obstacles in the process of implementing living labs and possible actions to
prevent them

Obstacles Examples of actions to prevent these
problems
Confusion with the concept Extensive and intensive introduction of

the concept and debates over the
potential fields and establishment.

Long-term funding Developing business model suitable for
living lab.
Users’ motivation Engage users that are already

motivated, establish living lab in a field
where active user-community exists.

Feedback and users’ contribution is Involve producers who want to benefit

not used from living lab in that sense.
Management of the system Determine the responsible host
(collaboration) organisation, transfer knowledge from

other living labs.

We can conclude that for successfully functioning living lab there must be:
1) interest from stakeholders and willingness to contribute;
2) feedback system;
3) ability to change products and services.
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Niitamo (2009) and Eskelinen (2009) bring out following critical issues: public
procurement, the size of market, IPR issues, financing and mis-use of the concept.
We explain these issues briefly.

Public procurement. The problem of public procurement occurs in most of
European countries, as well in Estonia — public procurement sets limits for
innovations in public services. Two solutions have been brought out: 1) clearly
state what needs to be done and in which order; 2) to figure some ceiling of the
budget, which is allocated to the creation of innovative products. Firms might
need extra financing to participate in the public procurement, this extra financing
needs to be created in Europe. (Niitamo 2009)

The size of markets. Living Labs includes open innovation and aim of living lab
is to export created products and services. Despite of open-market in EU, hidden
protection of local ICT sector can occur. Therefore the market can be rather
small. This is the challenge for the whole Europe — to find mass-market right
away, e.g. Brazil or China, to scale-up and earn back the investments. EU
member states still find a way to say “no” and put-off other countries’
developments, to create more work for local companies and ICT sector. Nordic-
countries are more liberal in this term. (Niitamo 2009)

IPR issues. The study on the potential of the Living Labs approach (2009) finds
that the management of IPR issues is still in an experimentation phase. The
study shows that only handful of living labs offer a wide range IPR related
services and most define their IPR policies on a case-by-case basis. It is key-
factor to raise awareness of IPR inside Living Las, among researchers and small
entrepreneurs who do not have knowledge about legal aspects concerning
innovation. (Study on... 2009)

Financing. The issue of financing lies in question: who should pay for the
innovation, for example in health-care? Although most European countries have
innovation-agencies or technology funds, they don’t have the funds and
responsibility to develop healthcare in the country. As Eskelinen refers in
Finland TEKES is not the one with the budget, the money comes from
social/health ministry. Here again the issue of public procurement becomes
obstacle for new creation of innovative services and products.

The lack of researches and misuse of conception. The main threats concerning
the rapid spread of living labs, is the possibility that created living labs are
biased. The term or label “living lab” is rather popular in Europe, but the misuse
and overuse can result in disappointment in the concept. As mentioned earlier,
practitioners don’t support the loose concept with missing parts, as this rather
won’t result in successful innovation.

Conclusion and recommendations for Estonia

So far Estonia has been rather passive and the enthusiasts who have tried to develop
and implement living lab concept here have faced negative attitude from public
sector. There are many different ways and directions for implementation of living
labs. These different types and directions and evaluation of living labs needs further
research and studies. Based on the previous analyses about the most promising areas
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for living labs and identification of possible obstacles following general
recommendation could be presented. The first recommendation for innovation
policy builders is to use living labs as demand or user driven innovation policy
instrument. Report made for European Commission states that user-driven open
innovation should be acknowledged as a fundamental component of the EU and
Member State /Regional R&D and innovation policies (Study on... 2009). As living
labs have already spread quickly over Europe, Estonia should at least try to speak
the same language in innovations with Europe.

Estonia has advantages as well weaknesses to establish living labs. Estonia has
advantage in creating, improving and testing ICT services. Estonians are used to use
different e- and m-services; they are conscious of those solutions and represent
therefore rather demanding group of end-users. The use of living labs as the
instruments, which provides access to users and their motivation may give huge and
needed advantage. Smallness of Estonia and hence the flexibility is also mentioned
(Niitamo 2009) meaning e.g. that new e-services could be applied quicker in wider
scale. The smallness and possibility to attract almost whole population to testing, is
the main advantage. This advantage, yet one pillar of living lab, should be exploited.
It means that the whole country could be used as the test-bed for several e-services
(e-voting, e-tax system, e-prescriptions in drug-stores etc.

One of the weaknesses is the overall passivity about new concept so far. It has been
brought out that so far public sector has had strong confrontation about creating
living lab in Estonia. (Katri-Liis Lepik 2009) The similar situation has been in most
of Eastern Europe. But Niitamo suggests that “livinglabbing” could take place even
without labelling and public support. Additionally there is certain confusion about
the concept itself among existing living labs and over-realistic expectations and
interpretations could lead to the disappointment about the concept. There is a need
for wider introduction for living labs and further debate about best possible
implementation. Innovation awareness is the starting point.

Eskelinen (2009) sees Estonia as very quickly developing country that takes over
and adapts new ways providing services. Democracy and flat-society are the
preconditions for user-driven services and service-driven societies. Eskelinen
suggests that Estonia should look Finland, but with notion how cities and towns
have the responsibility for most of social services. (Eskelinen 2009) However, we
must remember that every country has added living labs to its unique national
innovation system. The differences in NISs must be analysed before copying any
successful living lab. As Estonia lacks of knowledge about living labs and
establishing one, international best practises and experts should be used.

From global trends we see three areas to which Estonia should pay closer attention:
healthcare and well-being, ecological food, public services through ICT. All these
areas becoming more important globally, therefore having more export-potential, as
well are relevant also on the local level. Estonia current competence appears to be
best in public services- e.g. E-Tax Board, e-banking, m-parking, m-ticket, e-receipt,
e-school. There are already many e-services that show our strong competence in this
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field. Concerning ecological food, Estonia has a major resource — plenty of arable
land, which is saved from fertilisers last 20 years, but lack of knowledge is problem
so far. This is another area where living lab is a potential instrument for development
and source for innovation. Healthcare and well-being is wide sector, we must find
specific niche to exploit best our competence and resources as well the needs on
international market.

Estonian potential and competence in ICT sector shows the direction for the future.
Estonian Development Fond’s (EDF) report EST IT@?2018 has stated the strategy
in ICT sector until year 2018. According to EDF report EST IT@2018 the sectors
where Estonia must focus in ICT are following: education, healthcare, industry,
energy/energetic, finance services and ICT security. Where the first four are
important societal and economical challenges and in two latter ones Estonia has
higher level of competence. In terms of financial services the ICT competence in
Estonia is high, higher than in other sectors. (Tiits ef al. 2009) The same report states
the plan to implement living lab by spring 2010 in Tallinn, focusing and specialising
on financial services.

We can find many Nordic Living Labs whose activity could be also applied in
Estonia, e.g. in mobile-service, tracking people’ moving / positioning. As well we
can find many regions or towns that act as living labs. This practise can also be
applied to Estonia, e.g. in Tartu or Tallinn. From the previous practises one
interesting idea can be brought out — airport as the living lab. Lennart Meri Tallinn
Airport is small but one of the most innovative airports in Europe/world, but
creating a living lab there is again rather radical yet doable.

Looking for “Living Lab-like” organisations in Estonia, mobile-sector is frontrunner.
It has been claimed (according to Helsinki Mobile Monday) that Estonia has already
become mobile development lab in Europe. Whereas network of six partners work
under mKlaster, there are crucial problems with the export of innovations when it
comes to open innovation. The paradox in mKlaster lies in the fact that in spite of
many world leading m-services and m-solutions are created — the export of those
services to other markets is very limited (Tdnisson 2009). Mobile-services in ICT
are one of potential sectors in Estonia. Still it has many obstacles, as many countries
try to protect and develop their own mobile-sector; from the positive side there are
many examples to learn from in term of living labs.

Aiming the establishment of living labs to be most efficacious in long-run, the focus
should be on societal and economical challenges, both on local as well on European
future problems. On the other hand, in order to reach higher export propensity of
innovations from living labs Estonia should pay attention to the areas, where it has
already shown its competence. As an example the ICT competence in financial
services is high in Estonia and living labs in this field could help to increase
international tradability of those services.

The precondition for the wider use of living labs is the promotion of cooperation
between firms, public sector and consumers. Those measures should be more visible
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among the list of innovation policy tools used by Enterprise Estonia, the major
promotion organisation in Estonia. In Estonia the attention should be paid to national
strategy and priorities, the living lab will be created to ,,green-field” from the scratch
- in this case more research needs to be done to justify the investments and effort
and the use of living lab concept. It must be said that living lab is still immature-
maturing concept that has not been studied thoroughly yet. However, to speak the
same language with Europe in innovation policy, new innovation strategy must be
supported along supporting the creation and diffusion on living labs.
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TAX MORALE, INFLUENCING FACTORS, EVALUATION
OPPORTUNITIES AND PROBLEMS: THE CASE OF ESTONIA
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Abstract

The individual willingness of a person to pay taxes is the result of the complex
behavior of the person affected by various factors. The research object of this article
is the individual willingness of the members of the Estonian society to pay taxes and
the possible influence factors for this willingness. The objective of the author in this
article is to evaluate the tax related behavior of individuals in comparison to tax
debts and personal demographic and psychographic based indicators, to compare the
results with the results of the tests that had previously been carried out and to try to
identify the possible role of the society upon formation and education of the tax
related behavior of an individual. The statistical indicators — tax debts of individual
persons, the gender and age related structure of the persons owing taxes in the
population — serving as the basis of this article confirm the earlier results of the
empirical research supported by values, based on which the willingness level of
paying taxes is connected to the person-based independent indicators as gender and
age.

Keywords: tax compliance, tax morale, arrears, tax behavior, voluntary payment,
payment compliance, tax evasion, tax avoidance, tax authority, taxpayer

JEL Classification: A14, H26
Introduction

When the processes and changes occurring in the economy cannot be explained on a
level necessary, using standard economic theory of the different processes, one has
to turn to other branches of science, including social psychology. Such a tendency is
gaining momentum also upon identification of the reasons for payment of taxes,
failure of payment thereof, avoidance of tax liabilities and the tax evasion of tax
obligations.

The issues of tax compliance and of the fluctuation thereof are as old as the
collection of taxes themselves and will be a target for research as long as taxes exist.
Avoidance of paying taxes is a growing problem in most countries. If the social
scientists say that tax evasion is a social problem, then the economists mostly tend to
be of the opinion that we are dealing here with just a technical question (Scmélders
2006). If however we set aside the economic benefit that can be acquired with
avoidance of paying taxes, then what influences an individual to pay their taxes on
time and in the obligated amount?
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Tax compliance has become an area of research of economic psychology. It has,
above all, been caused by the social dilemma prevalent in a society in respect to the
question of whether to pay taxes or not, and for various reasons of the selfish
activities of individuals which overbear the social interests. Regardless of the fact
that paying taxes is the main obligation of a person towards his or her state, tax
compliance depends on a number of factors — economic, political, social as well as
psychological.

In the current situation of economic recession in Estonia the tax debt has grown by
42%" in the course of 2009, amounting to six billion Estonian kroons, the aspects,
which affect people’s tax behavior, are of a major importance. Making up the
shortcomings of tax revenue collection by raising taxes or by intensifying coercive
methods and not by dealing with social factors, will in the end not increase the tax
revenue, but the reluctance to pay taxes. The tax behavior of individuals is a culture
that changes very slowly, and making the rules more efficient will only bring about
short-term success. Upon formation of a culture, different influence factors,
including the young age of the country and its historical background need to be
taken into account.

The research object of this article is the individual willingness of the members of the
Estonian society to pay taxes and the possible influence factors for this willingness.
The objective of the author in this article is to evaluate the tax related behavior of
individuals in comparison to tax debts and personal demographic and psychographic
based indicators, to compare the results with the results of the tests that had
previously been carried out and to try to identify the possible role of the society
upon formation and education of the tax related behavior of an individual.

The statistical indicators related to tax debts provided in the article are based on the
numeric data of the Estonian register of taxable persons.

The first Section of this article provides a brief overview of theoretical approach of
tax morale as one factor influencing tax compliance. The second Section introduces
the methodological opportunities upon tax compliance evaluation. The third Section
contains the results of the empiric research on single person’s tax behavior
concerning tax debts and comparison of personal indicators. The article shall
conclude with the summary and the discussion of the main results.

1. The theoretical background of tax morale as the influence factor of tax
compliance

The attitude of a person towards paying taxes, his or her individual understandings
and norms and his or her motivation can be expressed by the term “tax morale”.
What in the specialty literature is meant under tax morale is the motivation of a
person to pay taxes really characteristic to the person, which is like an individual
willingness or a moral obligation or a belief in a social contribution as a result of

! Estonian Tax and Customs Board’s (ETCB) statistics, the authors calculations
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paying the taxes. Tax morale is also interpreted as an understanding of the principles
and the values that a person has the liability to pay taxes.

Tax morale is one of the influencing factors of tax compliance, which has a
significant impact on payment of taxes as well as on avoidance thereof. Tax
compliance is probably the most neutral term for describing the willingness of the
taxpayer to pay taxes (Kirchler 2007). Essentially it means that the person declares
voluntarily and pays in a timely manner all of his or her tax liabilities and along with
all this, all of his or her accounting for taxation purposes are in compliance with the
valid norms pursuant to the tax law (OECD 2008).

Based on the conceptual interpretation of the term, tax compliance is divided
conditionally into two large categories - administrative and technical (OECD 1999).
By administrative tax compliance, we understand adhering to the rules of
procedure and to terms, i.d. payment of taxation obligation on time. Thus,
administrative tax compliance entails formal tax law, which includes both the
monetary and non-monetary liabilities of the taxable person as the weaker side of the
legal tax relationship (obligation of registration, obligation of keeping records,
obligation of contribution, obligation of declaration, obligation of keeping accounts).
Technical tax compliance manifests itself in adhering to the tax law and in correct
accounting or in adhering to material tax law. Until now, there have been attempts to
assess tax compliance above all through technical tax compliance and the economic
influence thereof. Less attention has been paid to administrative tax compliance and
to the socio-psychological influence factors thereof.

In specialty related literature, tax compliance, has among other things, an individual
ingenuity to pay the minimum amount of taxes. The ways of refraining from paying
taxes are not only illegal (tax evasion); it is possible to avoid paying taxes also in a
legal way (tax avoidance), using for that purpose the existing tax loopholes or by
redirecting revenues (tax flight) (Kirchler, Maciejovsky 2001).

Mostly, tax noncompliance is associated with illegal means of avoiding taxes or with
tax evasion. However, on the basis of the content of the term of tax compliance, the
non-compliant person is a person who fails to fill at least one principal obligation of
a taxpayer in the tax law relationship, may it be failure to register a business, failure
to timely submit the declaration, presenting incorrect data or failure to pay taxes in a
timely manner (OECD 2009).

Tax compliance can be divided into two parts also on the basis of the way of
achieving thereof: voluntary compliance and enforcement compliance (OECD
2008). Measuring solely the enforcement compliance does not provide a clear
overview of the level of tax compliance. The rates of auditing and fines are usually
so low, that based on rational speculation, most individuals could avoid paying
taxes, as they are very unlikely to be checked or penalized. But in spite of this, most
people pay their taxes voluntarily. So, what does actually influence the willingness
of an individual to pay taxes?
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The reasons for peoples tax related behavior have been investigated from different
aspects; from the political aspect, paying attention to the complexity of the tax law;
from the economic aspect, paying attention to rational decision making, to the
possibility of being checked and penalized, and to the rate of the fine.

The basis for good tax compliance is above all a good tax system, a clear legal
framework and among other things, a positive relationship between the taxpayer and
the tax authority. However, inspiring the taxpayer is considered essential. Besides
economic and political considerations, tax compliance is also connected with socio-
psychological factors. E.g. the social attitudes of the society and the individual
moral norms of the person (OECD 2004).

The importance of the socio-psychological factors of tax compliance as a formative
factor of tax compliance next to the economic and political influence factors should
not be underestimated. Professor of economic psychology, Erich Kirchler, has
pointed out that only in 10% of the cases of publications concerning tax compliance,
the term “psychology” or “psychological” is used (Kirchler 2006). Kirchler
emphasizes the psychological aspects of tax related behavior of a taxpayer, and upon
classification of the influence factors of tax compliance, considers the socio-
psychological influence factors as a whole equal to the economical and political
influence factors (Kirchler 2007).

The incentive for investigation of the tax related behavior of the taxpayers in the
field of economic psychology for the German economist Giinter Schmélders was a
research into the levying of taxes on alcoholic beverages completed in the year
1932. A small part of this research also touched upon willingness to pay taxes and
the tax burden (Schmélders 2006). Tax morale as a term was however brought into
the professional literature in the 1960’s, when Schmolders was trying to link the
economy and socio-psychology, at the same time emphasizing that the economy
should not be analyzed solely from the classical theoretical viewpoints (Schmélders
2007). Upon the first evaluation of tax morale as the expression of tax compliance,
subjective tax burden was used as an indicator in the research conducted at the
University of Cologne and it was found out that the level of willingness to pay taxes
of entrepreneurs is lower than that of employees. Entrepreneurs justified their
negative attitude for paying taxes above all because of the high tax rate (Schmdlders
1959; Kirchler 2007). In the next similar research, the tax system was used as an
indicator, where the differences of the tax systems of the European states and the
level of tax morale among the taxpayers of each state were compared (Striimpel
1969; Torgler 2007). The research showed that the way the government treats a
taxpayer has an effect on the willingness of the taxpayer to pay taxes — an aggressive
tax policy has a negative influence on tax morale and the opposite policy helps to
raise the tax morale.

Regardless of the well-established historical background of the term “tax morale”,
even as late as at the end of the previous century, in the literature related to tax
compliance, tax morale is treated in research papers as a totally underdeveloped field
as an influence factor of tax compliance (Andreoni, Erard, Feinstein 1998). Also, in
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very recent publications, the lack of an extensive treatment of tax morale in the
contemporary professional literature and the regarding of tax morale as a “black
box” has been brought up (Frey, Feld 2002).

In order to fill the above mentioned gap and to provide a more versatile explanation
of tax related behavior of a taxable person, various empirical researches and
analyses have been conducted, evaluating the attitude of taxpayers towards taxation
the imposition of taxes (Vogel 1974), tax psychology as a whole (Lewis 1982), the
influence of social and cultural norms (Alm, Torgler 2006), the religion, (Torgler
2006), the society (Alm, Martinez-Vasques 2005) and other factors of tax morale on
the basis of the data of World Values Survey.

Mostly, tax morale is regarded as one issue in the process of rational decision-
making, and its connection with socio-psychological indicators is ignored. But the
issue of tax morale is larger than the question of why people are not cheating even if
they could? (Torgler 2007) The individual willingness of a person to pay taxes is
affected by economic, political and as well as by social factors and the joint
concurring effect thereof. The research results have shown that the tax related
behavior of an individual is a complex issue and is not based only on the economic
behavior of the said individual (Frey, Torgler 2007), therefore it is essential to pay
attention to political and society based influence factors.

Pursuant to the heterogeneousness of the research, of the multiplicity of influential
factors and the abundant choice of interpretation thereof, there is no clear and
disambiguous answer to the question — what makes a taxpayer pay their taxes? It is
basically impossible to make a list of the influential factors and to attribute any
certain features to them, as one factor may be closely related to another one can be
understandable as an economic, a political as well as a social factor.

When generalizing the results of the research conducted in different countries in the
course of the latest decades, the following influential factors of individual tax related
behavior could be brought forth:

The economic influence factors of tax related behavior of an individual are above
all connected with a rational choice of the individual. The person performs an
evaluation regarding whether the benefits received from avoiding paying the taxes
exceeds the gravity of the penalty received for tax evasion. What are the possibilities
of avoiding payment of taxes and what is the likelihood of being checked?
Therefore, the rational choices of a person are above all influenced by economic
benefits, imposition of sanctions and the severity thereof (Kirchler 2007).

The complexity of the tax system and the comprehended fairness thereof are the
political influence factors having an effect on the willingness to paying taxes. The
easier the tax system is, the less there are possibilities for tax evasion and the less
redistribution of revenues are performed. The fairness of the tax system reflects
itself above all in the principles of redistribution of income. Taxation fulfills its goal
— to decrease inequality, to finance the state regulation and to protect the weakest
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members of the society — only in one way — by fair redistribution of tax revenues
(Leroy 2009). In addition, it is essential for the individual to be aware of what he or
she is paying for, i.e. tax payment and the public benefits have to be interrelated.
Due to this, it is important, in a consistent manner and in a comprehensive way, to
inform the public of the application of the tax revenue. Treatment of a taxpayer with
an aggressive tax policy upon the collection of tax revenues by the state rather
decreases than increases the level of tax morale. On the other hand, an opposite
policy and a respectful attitude help to raise the tax morale.

Pursuant to this, in today’s complicated situation of economic recession, continuous
attention should be paid to the dissemination of policy related information.
Distribution of misleading information through rhetorical articles in the media, using
the words “crisis”, “bankrupt”, “budget cut”, “running out of money” etc. create the
wrong understanding in people. A crisis is not a causative precondition, it is rather a
process. But negative information what is occurring in political life, search for guilty
party cause political disappointment and influence the tax related behavior in a
negative way. Political stability, including the efficiency of the activity of the
government, quality assurance, clarity, control over rules and corruption are
important shapers of tax related behavior. Based on that, politics has an important
role as the shaper of the tax related behavior of individuals specifically in crisis
situations. As a rule, an individual is rational in his or her decisions, and she or he
makes several of his or her decisions based on the information received from the
media. Therefore, fictional publications with a negative tonality should rather be
avoided during the period of a crisis and the media should more reflect the political
debates and discussions that would reveal the political choices and would not make
it possible to make decisions about politics and about the state on the basis of
rhetorical articles.

The political factors of influence like direct democracy, involvement of citizens in
the process of decision making about economic politics, the tax policy and the
consequent relation between the state and the taxpayer, trust in for the state as an
institution and a well functioning public administration is the basis for many
different decisions of an individual (Torgler 2007). Therefore, transparency of the
usage of taxpayer’s money, trust for the government (Bergman 2002; Torgler 2003),
and fairness of the tax system (Taylor 2003) are the main political factors, which
influence the willingness of a taxpayer to pay taxes.

Besides economic and political influence factors, the general mores of the society
and the individual attitudes of the person or socio-psychological influence factors
are essential as the shapers of tax related behavior. A human being in his or her
nature is a social creature and upon the shaping of his or her understandings the
general attitude of the society or the behavior of other persons in the society is
important. The social norms of the society and the atmosphere of the positive social
capital influence the tax related behavior and the general ideas of the tax compliant
behavior of a person. If the message is spreading in the society that tax evasion is a
regular activity, i.e. a rule rather than an exception, the individual willingness to pay
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taxes decreases. If the general tendency of the society is to pay taxes honestly, the
tax morale will increase.

Besides social interaction, attention should be paid to the individual and cultural
characteristics of the person and the effect thereof to tax related behavior. These
influential factors are, besides the amount of the income for instance, the level of
education, gender, nationality, age, religion, etc.

The individual willingness of a person to pay taxes is the result of the complex
behavior of the person affected by various factors. Based on the above, pursuant to
the multiplicity of the influential factors of tax morale, the scene of interpretation of
the economic behavior of the taxpayer is much diversified, and there are no
disambiguous answers to the questions. The reason for this is, among other things,
the lack of a clear definition of tax morale, a scanty usage of the term and the
heterogeneity of the empirical research.

2. The methodological possibilities of evaluation of tax compliance

In most cases, tax compliance is researched with the help of economic models and
economic interpretations. Tax compliance in social sciences, where the tax related
behavior of a taxpayer is caused by psychological factors, like has been said before;
it is quite a recent phenomenon (Kirchler 2007).

OECD provides several different methods for evaluating tax compliance, starting
from auditing, the usage of referenced data, changing of declarations and the
researches based on monitoring, analysis, laboratory experiments etc (OECD 2009).
But it has not been possible to apply a single universal method that would take into
account all the needs and perspectives. Different indicators are interconnected,
coming from different methodologies and constituting a single dimension of
assessing tax compliance.

The above methods of determining the level of tax compliance are generally
applicable in the case of technical tax compliance, the measuring of which begins
with determination the correct taxable amount and the amount of which may vary
depending on the application and the knowledge of the taxpayer and on the
ambiguity of the tax law. The ambiguity of the tax law is defined mainly by three
different forms: different interpretation of the laws, variation of application of the
law on a specific practical situation and evaluation of the adequacy of the evidence.

Many tax administrations have, besides their organizational goals, an important goal
to improve tax compliancy (OECD 2009). But it is very difficult to evaluate one’s
contribution upon achievement of increase of tax compliance, as until now, there
have been no efficient means of measuring with which it would be possible to
measure and evaluate the change of tax compliance in the course of time. Solely the
increase of tax revenue is not the synonym of improved tax compliance.
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Pursuant to the complexity of evaluation of the social psychological influence
factors and the ambiguity of the tax law, the emphasis of the professional literature
lies on the area of auditing and thereby on the technical tax compliance, where the
tax administrator has primarily targeted his or her activity towards checking the
correctness of tax accounting, in order to thereby influence the tax related behavior
of the taxpayers and to guarantee the necessary percentage of tax revenues in the
state budget.

Less is being spoken of the administrative tax compliance or of the procedural rules,
of keeping the deadlines and of duly paid taxes. In other words, the basis for
evaluation of tax compliance is timely fulfillment of both non-monetary and
monetary liabilities. The complexity of measuring the administrative tax compliance
brings about the need for scientific research performed outside of the tax authorities.
For the purpose of evaluation of the person’s tax compliance, multidimensional
research is necessary, in order, among other things; to be able to assess the role of
socio-psychological influence factors in the tax related behavior of a taxpayer. The
efficiency of such applied research depends above all on the cooperation between
scientists, tax authorities and the relevant international organizations.

Tax compliance can mainly be assessed from two aspects — evaluating the behavior
of individuals on the basis of an economic analysis or tax related behavior based on
psychological and social reasons (Figure 1). Tax compliance is the result of the
social behavior of persons and the World Values Survey and the experiments of
social sciences indicate that although tax morale varies from country to country, it is
still one of the essential influence factors of tax compliance (Torgler, Alm, Frey etc).
Regardless of the fact that upon interpretation of tax compliance, the economic and
the behavioral approach are often competing, the administrative tax compliance that
is above all influenced by socio-psychological factors cannot be left unnoticed.

The possibilities of assessment of tax

compliance
Economic approach Behavioral approach
Economic influence factors Socio-psychological influence
. Rational decision making factors
o  Taxrate . Knowedge and understanding
o  Income . Social norms
o  Risk of being audited . Sense of fairness

Figure 1. The main possibilities for assessing tax compliance. (Compiled by the
author)

Tax compliance is defined mainly as the willingness of the taxpayer to pay taxes, i.e.

to comply with the tax liability, and the non-tax compliant behavior is defined as tax
evasion with legal and illegal means. But the question of tax morale is broader than
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why people do not cheat even if they could do so. As the author of this article, I
deem it necessary to complement the discussion with the term of failure to pay
taxes, i.e. the tax debt as an indicator of payment compliance. A tax debt is created
when a tax liability has been calculated, declared or determined and the taxpayer has
failed to fulfill his or her obligation by the deadline. Thus, a tax debtor is a person
who has failed to fulfill his or her payment obligation after the due date of the
payment.

In the framework of interoperability of economic recession and the deficient
fulfillment of the state budget, it is feasible to analyze payment compliance,
including the dynamics of tax debtors, on the basis of personal based factors that
form the basis for development of moral values and to interpret the possible role of
the society upon the shaping of tax related behavior.

3. The willingness of the taxpayer to pay taxes

Tax morale is a socio-psychological influence factor of tax compliance, which is
connected to the internal motivation of the person to pay taxes. Tax compliance is
the individual willingness of a person to pay taxes that is influenced by the person’s
idea of the principles and the values of morale, of the fairness of the tax, of his or
her trust in for the country, of the awareness of how the tax revenues are used, of the
tax system of the country, of the tax policy, of the administrative policy, of the
individual and the cultural characteristics of the person. Beside all the above
influence factors, one should not leave unnoticed the biologically inherited and the
socially acquired norms that form the basis for shaping of moral values. The socially
acquired norms are first of all characterized by the wish to be and to operate in a
similar way, the norms about what is right spreading in the society etc. Tax morale
includes, in addition to the individual willingness to pay taxes, also the belief in
social contribution as a result of payment of the taxes. Thus, the society has an
important role in shaping tax related behavior of an individual. Individuals agree to
payment of the taxes and they pay the taxes as long as they believe that tax
compliance is a social norm (Alm, McClelland, Schulze 1999). If avoiding payment
of taxes, tax evasion and untimely payment of taxes is accepted in the society, it
affects the tax related behavior of the taxpayers in a negative direction. The higher
the tax moral, the better are the indicators of tax compliance (Torgler 2007).

The main symptoms of economic recession — decrease of the internal consumption,
slowing of the growth of export and of the service sector, increasing inflation and
the increase of the tax burden — have significantly affected the willingness of
payment of the taxes by the taxpayers, as well as the ability to pay the taxes in the
obligated amount. While the tax debts decreased in the years of the so-called
economic growth, 2005 through 2006, since the year 2007, tax debts have been
rapidly growing in Estonia (Figure 2).
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Figure 2. The dynamics of tax debts 2007-2009. (Author’s calculations based on the
data of ETCB)

The unfulfilled collectible tax liabilities as regards the state taxes as of the beginning
of the year 2010 in Estonia — ca 124 482 persons, out of who, 102 166 are individual
persons. From the total population®, individual tax debtors make ca 8%. The tax
debts of individuals in the course of the year 2009, in comparison with the year
2008, have risen by 20% or from 469 million kroons to 560 million kroons.

The rapid growth of tax debts has undoubtedly been brought about by the decline of
economic growth, however, at the same time one should not underestimate the
attitudes of the society as a shaper of social norms. The continuous coverage of
negative information in the media and permanent calls for frugal lifestyle has an
influence on the daily decisions made by most of the members of the society.
However, saving on account of the state revenues should not be acceptable from the
point view of the existence of the country, of its continuity and sustainability.

As individual persons actually shape the general tax behavior, both as individuals
and as representatives of a legal person, then in the present article, the focus lies
from now only on the tax related behavior of an individual and the statistical
numerical indicators about the tax related behavior of the legal person tax debtors
have only an illustrative value.

3.1. An individual person as a shaper of tax related behavior

The tax behavior of individual persons regarding failure to fulfill their tax liabilities
provides evidence of the attitudes towards paying taxes and of the general level of
tax morale in the society. In spite of the fact that the Estonian tax burden as regards
the social security taxes and direct taxes is lower than the average in comparison
with the other EU member states, ca 8-10% of the total population of Estonia still

? Last published survey period, 01.01.2010.
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owes taxes, regardless of the economic situation in the country. As a comparison, out
of the Nordic countries we could bring forward Sweden that has a high tax culture,
where only 1.5% of the total population owes taxes.

Approximately 102 000 individual persons have unfulfilled tax obligations towards
the state of Estonia. Out of them, ca 87% or 88485 persons have a tax debt of fewer
than 5000 kroons, i.e. a so-called small tax debt. It has to be pointed out, though,
that approximately 21500 people owing taxes actually only owe up to 50 kroons

(Table 1).

Table 1. Division of people owing taxes based on the amount of the owed debt

(02.01.2010)

The amount of the debt The number of The amount owed

people owing (Thousand kroons)

taxes
0-50 21 684 590
51-1000 52327 15298
1001 - 5000 14 474 34074
5001 -10 000 4465 32179
10 001 - 25 000 5202 83 860
25001 - 50 000 2678 92 727
50 001 - 100 000 760 50758
100 001 - 500 000 465 95 642
500 000 - 1 000 000 70 49516
1.000 000 - 5 000 000 39 78 409
x> 5000 000 2 27 321
Total 102 166 560 374

Source: ETCB.

The multiplicity of such debts and the amount of the debt does not reflect the ability
of the taxpayer to fulfill his or her tax liability, but, based on the professional
experience of the author and on the feedback of the taxpayers, it often reflects the
person’s unawareness of his or her tax liability, conscious failure to pay, and also
convenience, hoping to clear their tax debt with the amount to be returned by the tax
administrator on the basis of their income declaration.

Above all, the dynamics of a person owing taxes is influenced by the tax related
behavior of individual persons (ca 83% of the total number of the people paying
taxes is made up of individual persons). The time series provided in Figure 3
confirms the influence of a individual person upon changing the amount of persons
owing taxes along the arrival of different due dates of payments of individual
persons. The number of persons owing taxes is annually the smallest by the end of
the first quarter, where the accounts of individuals are settled with the excess
payment emerged on the basis of their income tax return, and it is the biggest by the
beginning of the third quarter, where the due dates of both the land tax and the
individual’s income tax have arrived. Above all, the amount of the individuals owing
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taxes decreases through the tax administrator’s initiative upon settlement of accounts
and compulsory collection of the tax arrears.
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Figure 3. The dynamic of the persons owing taxes along the years. (ETCB,
compiled by author)

In spite of the complicated economic situation and the fast growing unemployment,
the so-called small tax debts of a person in temporary economic difficulties can be
liquidated in cooperation with the tax administrator, but at the same time, the person
has to feel the initiative and the internal motivation to get his or her tax arrears paid.
The tax authority has by the current moment created for an individual taxpayer a
favorable opportunity to pay their small tax debt in parts, i.e. by timing the payment
of their tax arrear according to a simplified procedure. Timing, according to a
simplified procedure, means for an individual a minimum time spent in a service
point, service independent of their place of residence, a more favorable interest rate
and the opportunity to live without the fear of application of coercive measures. As
of the beginning of the year 2010, only 2.9% individuals or 3002 persons have timed
the payment of their tax arrear. 3002 persons, in turn, are not fulfilling correctly the
agreement to pay their tax arrears in part on the basis of an agreed schedule
concluded with the tax authority.

Timing of paying of the tax arrear in case of a temporary solvency problem helps the
taxpayer to be relieved of their arrears by paying it off in parts, taking into account
the real ability of the taxpayer to fulfill the responsibility taken by them and at the
same time to be protected from the application of coercive measures by the tax
authority. But only the initiative and the will of the taxpayer to fulfill their
obligations towards the state help to be relieved from tax debts and to avoid the
procedures of compulsory collection conducted by the tax authority. The statistical
abundance of the persons owing small amounts of taxes, the relative low interest of
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individuals towards liquidating their tax arrears can be interpreted as a negligence of
the taxpayers towards the obligation of paying the taxes and thereby also as a low
individual

3.1.1. Person based indicators as the factors affecting the tax morale

Socio-demographic parameters like gender or age are important factors shaping the
tax related behavior of a taxpayer (Torgler 2007). According to numerous empirical
researches, advanced age and tax compliance are in correlation, i.e. the 