IV PRODUCTION MANAGEMENT

387






8th International DAAAM Baltic Conference

"INDUSTRIAL ENGINEERING"
19-21 April 2012, Tallinn, Estonia
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V-ENGINE IN MATHCAD ENVIRONMENT

Aan, A., Heinloo, M., Aarend, E., Mikita, V.

Abstract: This paper presents the method
and the results of numerical analysis of the
virtual model of four-stroke cycle internal
combustion V-engine on the worksheet of
the Computer Package Mathcad, provided
that a crankshaft has constant (load mode)
angular velocity and its pistons are loaded
by pressures according to the indicator di-
agram for four-stroke cycle engines. The
kinematic and dynamic analysis of V-
engine is based on the publication by
Lepikson (1998) [*]. Present article also
contains a short review of papers that use
the Computer Package Mathcad for the
analysis of mechanisms and in teaching
engineering subjects. The method present-
ed in this paper can be used primarily in
teaching process of engineering subject
“Mechanics of Machinery” and by engi-
neers of internal combustion engines.

Key words: Mechanics of Machinery, V-
engine, Mathcad, kinematics, dynamics.

1. INTRODUCTION

Advances in computer technology have
opened new possibilities to solve engineer-
ing problems that require accurate compo-
sition of equations and using calculation
methods, which are unique for every prob-
lem. Virtual reality—based methods allow
verifying obtained solutions and simulating
the motion of mechanical systems on com-
puter screen that speeds up getting correct
solutions, thereby reducing time and costs
of product development.

There are several computer package envi-
ronments (Matlab, Mathematica, Mathcad
etc.) that can be used in teaching engineer-
ing subjects, to create virtual models for
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mechanical systems and to simulate their
motion. The Computer Package Mathcad
has been used to study the load distribution
on the blade of a helicopter rotor [*], to
compose the virtual model for planar link-
age [%], to create a virtual model for a disk—
ridging tool and simulation its motion [*],
to simulate the motion of fertilizers parti-
cles on the spreading disk of a disk spread-
er [°], to generate the virtual models of
four-bars [°], to compose a virtual model
for stone protector and simulation its mo-
tion ['], to visualize the solutions of prob-
lems in engineering mechanics [®] to com-
pose an interactive e-course of engineering
analytical mechanics [%], to solve the ex-
amples for theoretical mechanics ['].
Common configurations of internal com-
bustion engine are V-, RV-, W- and in-line
[*']. This paper presents the method and
the results of numerical analysis of the vir-
tual model of four-stroke cycle internal
combustion V-engine on the worksheet of
Computer Package Mathcad. Special video
clip is composed to simulate and verify the
nl120tion of the virtual model of V-engine
it

The method and the results presented in
this paper can be used first of all in teach-
ing process of engineering subject “Me-
chanics of Machinery” and also by engi-
neers in the design of internal combustion
engines.

2. THE KINEMATICS SCHEME OF V-
ENGINE

The kinematic scheme of V-engine is
shown in Fig. 1.



Fig. 1 The kinematic scheme of V-engine

Crankshaft 1 shown in Fig. 1 is supposed
to rotate counter clockwise with angular
velocity w. This crankshaft is joined by
pivot B to the main connecting rod 2 which
moves main piston 3 along track AC in the
main cylinder. This connecting rod is also
joined by pivot D to the secondary con-
necting rod 4 that is joined by pivot E to
the secondary piston 5 and moves it along
the track AE in the secondary cylinder.
Constructive angle o between tracks AC,
AE and the arms BD, BC of main connect-
ing rod 2 is permanent.
The following V-engine parameters were
used in the calculations: lengths of the
links IAB=O.090m, IBC=O.322m,
Isp=0.085m Ipg=0.240m; constructive an-
gle =60 inside diameters for cylinders
ds=0.15m; crankshaft rotation speed
Nm=1000rpm; masses of links: m;=13.7kg,
m,=6.25kg, m3=3.6kg, my=2kg and
ms=3.6kg. Moments of inertia of links 2
and 4:

L, =m, - 0.174 - lg-*kgm?,

I, =my - 0.083 - Iz kgm?.
Maximum pressure inside the cylinders:
Pmax—=4MPa.

3. DETERMINATION OF THE POSI-
TIONS OF LINKS

Let us suppose that the origin of the co-
ordinate system Axy is in pivot A (Fig. 1).
The x-axis coincides with track AC. The
rotation angle of crank AB is ¢. Co-
ordinates of pivots B and C are
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X = lyp-cosg
Yg = lap " sing’

1)
@)

— 2 2
xc=xg+ |lgc” — y5,

yc = 0.
Co-ordinates of pivot D can be determined
from the following system of equations of
restrictions
(xp —xp) - (x¢c —x) — (yp —xp) " yp =
= lgclgp-cosa

(xp = x5)% + (p — xp)? = Ipp”
The first equation in (3) means that during
the motion the angle « between arms BD
and BC is permanent. The second equation
in (3) means that during the motion the dis-
tance between pivots B and D is perma-
nent. Co-ordinates of pivot E can be de-
termined from the following system of
equations of restrictions

Yp = X -tana 4

(g —xp)? + e —¥p)? = lpg” )
The first equation in (4) means that during
the motion pivot E is permanently on track
AE. The second equation in (4) means that
during the motion the distance between the
pivots D and E is permanent. Equations
(1), (2) and systems of equations (3), (4)
were solved in relation to the values of ro-
tation angle ¢ of crank AB by using the
solve block “Given-Find” of Mathcad. The
virtual model in Fig. 2 was composed on
Mathcad worksheet by using the results of
computations of pivots co-ordinates.

.(3)

m 0.4
0.3 /
0.2
0.1 /

Fig. 2. The virtual model of V-engine

Before composing the video clip with sim-
ulation of motion of the composed virtual
model in Fig. 2, rotation transformation



was used to turn it to the position (Fig. 3)
of the kinematic scheme in Fig. 1.
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Fig. 3. Virtual model of V-engine, in the
position of the scheme in Fig. 1

On the basis of Fig. 3 a video clip [**] sim-
ulating the motion of virtual model of V-
engine was composed on Mathcad work-
sheet.

Maximum values of displacements (S) of
pivots C (piston 3) and E (piston 5) can be
determined by equations

S¢ = max, x¢ — X¢,

Sg = max\/x,g2 + yg? — \/xE2 + yg2.
)

The results of computations are visualized
in Fig. 4.
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Fig. 4. Maximum values of displacements
of the pivots C (main piston 3) and E (sec-
ondary piston 5) depending on the values

of rotation angle ¢ of crank AB (Fig. 1)

Experimentally acquired p-V indicator dia-
gram was used to create a diagram where
volume (V) values are converted in dis-
placement values in Fig. 5.

Fig. 4 was used to compose four strokes
(intake, compression, power, exhaust) in
V-engine by the pistons 3 and 5, when the
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pressures applied to the pistons change ac-
cording to the indicator diagram in Fig. 5.
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Fig. 5. The indicator diagram for the four-
stroke cycle internal combustion engine,
where p is the pressure applied to a piston
and S is piston displacement
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4. DETERMINATION OF THE VE-
LOCITIES OF PIVOTS

The velocity projections of pivot B on the

x- and y-axis can be obtained by differenti-

ation of formulas (1)
Upx = —YB " W,

where

Xp =l cos@,yp =l sing, w = -

The velocity projection of pivot C (main

piston 3, Fig. 6) on x-axis can be found out
from formula

vBy = Xp " w,

de

__YB'VBy

Vex = Uy xe—xp' (5)

derived from the formula (2) by time-based
differentiation. The results of computations
are visualized in Fig. 6.
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Fig. 6. Pivot C velocity projection vy
(main piston 3) depending on rotation an-

gle ¢
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By differentiating the equations (3) and (4)
in terms of time one can obtain two linear
systems of equations for determining the

projections
dxp

_ 4Xp _dyp
dt’

Upx = Vpy = IPTR

VEx = dditE' Vgy = %:
of the velocity pivots D and E. Composed
linear systems of equations were solved on
Mathcad worksheet by using inverse ma-
trix method known from linear algebra.
The results of computations are visualized

in Fig. 7.

mis 10

360 540 7200
Fig. 7 Pivot E (secondary piston) velocity
projections vg,, vg, depending on rotation

angle ¢

5. DETERMINATION OF THE AC-
CELERATIONS OF PIVOTS

Time-based differentiation of equations (5)
gives the following formula to determine
the acceleration projection a., of pivot C
(main piston)

Acxy = Apy

_ (vBy+YBapy) (xc—xB)~YBVBy (Vcx—VBx).
(xc—xp)?

The results of computations are visualized
in Fig. 8.
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Fig. 8 Pivot C (main piston) acceleration
projection acy depending on rotation angle
%

When using time-based differentiation of
equations (3) and (4) twice one can obtain
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two linear equations systems for determin-
ing the projections

_ d*xp _ d%*yp
Apx = gz Ay T gz
_ dsz _ dzyE
Aex = gz QEy = 2

where agy, agy are secondary piston accel-
eration projections and apy, apy — the accel-
erations of the main piston. The results of
computations are visualized in Fig. 9.
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Fig. 9 Pivot E (secondary piston) accelera-
tion projections ag, and ag, depending on
rotational angle ¢

According to [*] links 2 and 4 centres of
masses accelerations projections a,,, a,,
and auy, a4y IN POINtS x5, y, aNd x4, Y4
respectively were determined by the fol-
lowing formulas

Azx = Apx + p(acx — apx),

azy = (1 — W apy,

__ apxtapy __ Gpytapy
a4x - ’ a4y - 5 -

2
where 1 =0.27.

6. DETERMINATION OF THE AN-
GULAR VELOCITIES AND THE AC-
CELERATIONS OF LINKS 2 AND 4

Let us consider the following equations:

Xg — Xp = lpg * COS @y, (6)
Xp — X¢ = lpc ' cOS @3, (7)
YeE — Yp = lpg ~ sin @y, (8)
VB — Yc = lgc ' sin @y, 9)

where ¢, and ¢, are the angles between x-
axis and connecting links ED (4) and BC
(2) accordingly, measured form x-axis
counter clockwise. After time-based differ-
entiation of the equations (6) and (9) we
have

Vex — VUpx = —lpg " W4 " SN @y,

Vpy — Vcy = lpc " Wz * COS @3,

(10)
(11)



where

_ dxg _ dxp
VEx = Tg¢ Ypx = ¢

_ 4yB —
Vay =% Vey =0,

are the projections of the velocities of piv-
ots E, D, B, C, already computed above.
Substitution of (8) into (10) and (7) into
(11) gives

Vgx — Vpx = W4(Yp — YE), (12)

Vgy = wa( X — X¢). (13)

From (12) and (13) we can find the follow-
ing formulas
VEx—VDx _ VBy
YD—YE ' (1)4 N xB_xC’ (14)
that determine the angular velocities of
links ED (4) and BC (2) in the case where
the positions of pivots and their velocities
are known. The results of computations of

angular velocities are visualized in Fig 10.

Wy, =

radis 40
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Fig. 10 The dependence of angular veloci-
ties w,, w, on rotation angle ¢

Time-based differentiation of equations
(14) gives the following formulas for de-
termination of angular accelerations of
links BC (2) and ED (4).

__apy'(xp—xc)—vp'(VBx—Vcx)
2= (xp—x¢)? ' (15)
£ — (agx—apx) (¥p—YE)—WEx—VDx) (VDy—VEy)
4 (yp-yE)? '

The results of computations of angular ac-
celerations are visualized in Fig. 11.
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Fig. 11 The dependence of angular veloci-
ties &,, €, on rotation angle ¢

7. DETERMINATION OF REACTION
FORCES

Forces applied to the main piston E (3) and
the secondary piston E (5) can be find out
by using equations

_ n-dsz _ TL"dSZ
Fe =pc 7 Fgp = pg z

It is supposed that combustion gas pres-
sures are the following

max, pc = max, pg = 4 MPa.
It is assumed that the pressures pc and pg,
applied to the pistons C (3) and E (5) fol-
low the indicator diagram in Fig. 5.
Before calculating the reaction forces it is
necessary to determine the dependence of
pressures pc and pg on rotation angle ¢ of
the crank AB. Found dependencies are vis-
ualized in Figs. 12 and 13.

MPa J. = m
4 Do S 0.15
Pc  2f— < :\ 0.1 Sc
OF—r - r '_ 0.05
I. - . -
_2 : )
0 180 360 540 7200

Fig. 12 Displacement Sc of piston C (3)
and the pressure pc in cylinder depending
on rotation angle ¢

MPa ot . m
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Fig. 13 Displacement Sg of piston C (3)
and the pressure pe in cylinder depending
on rotation angle ¢

To determine the dynamic reaction forces
in pivots and between cylinder walls and
pistons, the system of equations on motion
for all links was composed according to
[*]. Since all accelerations and angular ac-
celerations are determined above, the equa-
tions on the motion of links are linear in
respect of forces of reaction. The results of
computations of reaction forces modules
are visualized in Fig. 14.
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Fig. 14 Reaction forces modules in pivots
8. CONCLUSIONS

1. The Computer Package Mathcad can be
considered as a convenient tool for com-
plex analysis of engines.

2. The Computer Package allows the simu-
lation of motion of virtual models of en-
gines.

3. The method presented in this paper can
be used in the teaching process of engi-
neering subject “Mechanics of Machinery”
and also by engineers of internal combus-
tion engines. This method can also be fur-
ther developed for more complex and accu-
rate analysis.
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COMPUTER MODELING METHODOLOGY FOR LASER CUTTING
PROCESS SUPPORTED WITH EXPERIMENT ON STAINLESS
STEEL PLATE

Babalovd, E.; Taraba, B. & Duehring, S.

Abstract: The article is focused to the
methodology of computer modeling of laser
cutting process on stainless steel plate.
Cutting plate of 5 mm in thickness was
made in the Laser Center TU Vienna.
Computer modeling of the laser cutting
process is oriented on gradation of models
from simple thermal model to combined
thermal-fluid analysis. The results from of
the model application with shell elements
with killing elements are shown. Energy
source geometry and beam penetration
influence on temperature field in the
cutting area are documented by results
from the solid model in ANSYS and
SYSWELD code. Authors considered
thermal-fluid model whose proposal is in
the article as the model closest to reality.
Processing of simulation models are
supported with obtained data from real
experiment.

Key words: laser cutting, computer
modeling, Ansys, Sysweld, methodology

1. INTRODUCTION

Nowdays, laser cutting is an imdustrial
process used for cutting all types of
materials. Laser cutting has wide
application in the field of automotive
industry [1]. Continuous-wave CW CO,
laser is most often used for this application.
The assist gas type and pressure have
strong influence on the quality of produced
cuts. The assist gas 1is responsible
for removing the molten metal from the cut
kerfs, and it protects laser optics from
beginning damaged by the resulting ejected
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spatters [2]. The aim of article is numerical
simulation laser cutting process specifically
to find appropriate methodology of computer
modeling. The numerical simulation of
laser cutting process was carried out using
the solution of an inverse heat transfer
problem [3]. 2D and 3D simulation models
have been created with emphasis on the
comparison of calculated and measured
temperatures. For numerical simulation
of laser cutting process was used finite
element method (FEM). FEM for discrete
areas can be characterized as continuous
computer-oriented method for solving
differential equations [4]. For numerical
simulation were used software universal
ANSYS and specific SYSWELD. ANSYS
was used for creation of 2 D model of laser
cutting process with SHELL elements.
Methodology for 3D solid model creation
was realized with wused SYSWELD
software. Shell and Solid simulation
models were supported with obtained data
from real experiment implemented in laser
center TU Vienna. The main aim is to help
elucidate simulation model creation
of laser cutting process.

2. METHODOLOGY FOR
SIMULATION MODEL CREATION

Laser cutting process simulation is possible
in several methods. Used methods
of simulation 2D model shell creation were
compared and obtained solution was
searched. Subsequently was created 3D
solid model. In 3D solid model was applied
killing element and his influence



on temperature field was monitored. Fig. 1
shows the process of creation simulation

model.
MODELFOR
LASER CUTTING
PROCESS
| | | |
LASER CUTTING ° ,
EXPERIMENT l ANSYS | SYSWELD
20 SHELL 3D SOLD
I
b FULL FULL
b AlR KILLIN G
el KILLING
R
Fig. 1. Process of creation computer
modeling

2.1 2D SHELL model

Used element type for 2D SHELL model
was SHELL 131 with added material
thickness. The base of methodology for
input of heat load to the cutting area
is the theory of heat transfer and boundary
condition definition. Heat load for SHELL
model was implemented as an input
surface temperature into gap nodes. This is
first-type (Dirichlet’s boundary condition
of first kind) [°C]. The surface temperature
of cutting material may  appear
asaconstant or may depend on the
coordinates (distributions function), from
time. It is an indirect method. Simulation
model was created as plane symmetrical.
Half dimensions of the sample were used.
Dimensions of sample was 0.100x0.025x0.005 m.
The plane of symmetry is central plane
of the cut also. Model had attached two

thermocouples  (TC). The  distance
of thermocouples  from central plane
ofthecut was 0.002 and 0.0054 m.
Distance between them was 0.02 m.

Direction of movement laser beam was
simulated along central plane of the cut.
The temperature measured with
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thermocouples was recorded [5]. Finite
element mesh was refinement direction
to the symmetrical plane. Fig. 2 shows
model with attached thermocouples from
the left side and generated mesh with detail
from the right side.

0.lm

0.060 m

0.040 m

Wil
biz wez
0.0196 m

0.023 m

0.02465 m
0.025 m

Fig. 2. SHELL model and generated mesh

FULL MODEL

Laser cutting was simulated by the model
which was full of metal. After moving of
heat source along symmetrical plane of
the cut liquid metal remained in laser gap.
Heat source movement was simulated
sequentially. First, were selected elements
with laser gap dimensions. Subsequently
selected elements were heat loaded. Heat
load was temperature which varies
depending on the time of laser beam
movement. Gradually were selected and
loaded all elements along central plane of
the cut.

AIR MODEL

AIR model gradually change metal
elements onto air behind laser beam
movement. We became model with two
materials: metal and air than. All elements



along symmetrical plane of the cut were
selected and loaded by defined load steps.
Function for gradually changing material
into air after the movement laser beam was
added. Changing was realized with change
material properties. Material properties for
steel and air were used [6]. Fig. 3 shows
changing elements into air after the heat
source movement.

LASER BEAM
MOVEMENT

!

METAL

AIR[

Fig. 3. AIR model with gréldually material
change properties at the time 4.0 s

KILLING MODEL

Model was created for deactivated (killing)
elements [7] after the heat source
movement elements were consequence
killed. Elements were gradually removed
from laser gap. All elements along

symmetrical plane were gradually selected,
loaded and killed (Fig. 4.).

=

KILLED
ELEMIEENTS

Fig. 4. 2D SHELL model with elements
deactivation (killed elements)

2.2 3D SOLID model

3D SOLID model was created with applied
SYSWELD software. Model dimension
was 0.1x0.050%0.005 m. Finite element
mesh was refined in direction to

symmetrical plane of the cut. Heat load
was realized as an input HEAT FLUX
(Neumann's boundary condition of second
kind) [W.m™?] in to element along cut
direction. It is direct task for laser cutting
process  modeling.  For  numerical
simulation of laser cutting process was
used Gaussian moving heat source [8]. Fig.
5 shows Gaussian’s shape of heat source
for cutting.

\

| HEAT FLUX
~
AR :
o R i
g e
g0
5\ ]
g II'n ."l: : ‘\"u |II gc‘\-'@'“
BV SN oad
v Reen [ T
R S Y Ly

— —

________________ -

Fig. 5. Used Gaussian's heat source shape
for cutting

3D SOLID model was modeled as a FULL
model - model full of metal. After
movement laser beam along symmetrical
plane of the cut material was melted and
stayed in laser gap. Element deactivation
model was created as second. After the
heat source movement were elements
gradually removed. Fig. 6 shows
simulation 3D SOLID model used by
SYSWELD software.

Fig. 6. 3D SOLID model used by
SYSWELD software.
3. LASER CUTTING EXPERIMENT



Laser cutting experiments were performed
at the Vienna University of Technology.
During experiments, plates from stainless
steel DIN 1.4301 (X5CrNi18-10) were cut.
The main aim of experiments was to find
out the transverse temperature distribution.
Samples with dimensions of 0.2x0.1x0.005
m were prepared. Each sample had
attached two thermocouples (TC) from
the left side and two TC from the right
side. The experimental equipment
consisted of a cutting machine CW: CO,
OERLIKON Precision Laser CH-1196
Gland, 25 KVA, 10600 nm, 2000 W,
nitrogen N, as assist gas, modul NI USB
9211 and personal computer. Cutting
parameters were used: pressure of assist
gas - 13 bar, cutting speed - 0.7 m.min",
nozzle to material distance - 0.8 mm and
laser power 1.6 kW. Measured temperature
was 229 °C and 68 °C on TC's [5].

4. OBTAINED RESULTS

2D SHELL model

FULL MODEL

Temperature contour at time 4.0 s shows
Fig. 7.

NODAL SOLUTION

RE00RO0NN :==5°

Fig. 7. Temperature contours for FULL

model

Obtained temperature on TC-0.0054 m
from the central plane of the cut was
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203.953 °C and TC - 0.002 m from central
plane of the cut 482.334°C.

AIR MODEL

Temperature at time 4.0 s shows Fig. 8. as
a contour plot. Obtained temperature on
TC - 0.0054 m from central plane of the
cut was 164 °C and TC - 0.002 m from
central plane of the cut 415 °C.

1400

Fig. 8. Temperature field for AIR model

KILLING MODEL

Temperature field at time 4.0 s shows Fig.
9. Obtained temperature on thermocouples
TC - 0.0054 m from central plane of the
cut was 164.053 °C and TC - 0.002 m from
central plane of cut 415.55 °C.

MODAL SOLUTION
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Fig. 9. Temperature field for KILLING
model
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Fig. 10. Time dependence temperatures
curves by ANSYS calculation

Compared obtained temperatures with
numerical simulation and measured
temperatures with real experiment are
shown in Fig. 10.

3D SOLID model

FULL MODEL

Temperature field for FULL model at time
5 s shows Fig. 11. Maximum calculated
temperature was 1722 °C. Fig. 12. shows
time dependence temperature curve for
FULL model by SYSWELD calculation.

CONTOURS

Fig. 11. FULL 3D SOLID model-Sysweld
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Fig. 12. Time dependence temperature
curve for FULL model by SYSWELD
calculation

KILLING MODEL
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Fig. 13. KILLING 3D SOLID model
at time 5.65 s, Sysweld (end of cutting)

5. DISCUSION AND CONCLUSION

Numerical simulation of laser cutting
process was performed in two ways. Using
the solution of indirect inverse problem
and the inverse-numerical-correlation
(INC) method the unknown parameters and
characteristics of laser heat source was
determined. First was used 2D SHELL
model specifically FULL, AIR and
KILLING model. The results showed
temperature difference between FULL
model and AIR, KILLING model.
Temperature field for AIR and KILLING
model showed conformity. Simulation
models with ejected elements from the
laser gap showed lower temperatures



compared with FULL model temperatures.
Compared with experiment are measured
temperatures values more than half greater.
This results in quicker heat conduction into
the vicinity during real experiment. During
the numerical simulation of laser cutting
process is necessary to apply jet impinging
cooling effect of assist gas. 3D SOLID
model appeared to be independent of way
creation simulation model. FULL and

KILLING 3D SOLID model shows
different temperatures. Calculated
temperatures for model KILLING was

lower in compared with FULL model.
Simulation models were used deactivation
of elements showed temperatures lower
than FULL models. Heat flux to the
vicinity in this case is higher.

In the next step of numerical approach will
be using of thermal-fluid model as the
model closest to reality. Based on this
model the process of laser cutting will be
analyzed in details with the aim to optimize
parameters of laser cutting.
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LIFE CYCLE EXTENSION FOR USED VEHICLES AND THEIR
ENVIRONMENTAL IMPACT

Bashkite, V.; Durmanenko, D. & Karaulova, T.

Abstract: The idea of this paper occurred
in one car dealer sales company in
Estonia. The problem is that some vehicles
are stagnated in the warehouse for months
for some reason. It requires additional
resources, retail space on the trading floor
and, of course, each day of car downtime
reduces it cost on the market. All these
circumstances lead the company to the
specific losses, what are not acceptable for
the used car dealers. In this research the
general trends for increasing
competitiveness of used cars on the market
and reducing their environmental impact
will be considered.

Key words: Life cycle extension, dynamic
modelling of used vehicles.

1. INTRODUCTION

This study provides a framework for
understanding overall vehicle economics
and key economic variables in relation to
individual ownership costs, operating
decisions and replacement intervals, in
combination with a parallel study of
vehicle end-of-life possibilities.

The results are considered in terms of
annual car sales numbers, stagnated
vehicles in warehouse and storage costs for
ownership by the company.

The present study considers an annual
decision for a vehicle owner: “keep the
existing vehicle, or replace it with a new
one?” or “how green the customer becomes
by replacing the old vehicle®.

Survey of US bying companies showed
that the people buying a car take into
account quality, price, safety, fuel
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economy, mileage of car and comfort
above all (see Table 1).

Safety | 19% Fuel economy | 18%
Quality | 18% Styling 11%
Price 16% Warranty 15%

Table 1. Customer preference attributes [1]

The main goal of this research is to
develop approach for determination of the
optimal vehicle retirement age and
minimize it environmental impacts. Also
must be taken into account interests of cars
end users and sales companies.

The optimal vehicle retirement age was
estimated through inputs and outputs
(emissions and energy consumption),
associated with different car models and
ages.

It is aldo important to highlight that the
energy consumption is growing every year
in the world. The price for the every kind
of petrolium is growing in the same fast
manner. More detailed overview and some
forecasts are presented in next chapter.

2. PETROLIUM PRIACE AND NEW
TRENDS IN CARS DEVELOPMENT

Several oil market analysis groups produce
world oil price and production forecasts. In
figure 1 is introduced oil price history [2].
Impact on oil prices depends from growing
demand in developing Asian countries.
Strong demand kept crude oil benchmarks
above the $100-a-barrel mark for most of
2011, despite multiple economic shocks.
With limited alternatives, prices will
continue to increase in the future with
rising demand constraining reserves.
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Fig. 1. History of world oil price

Forecasts of the price of oil (and the price
of its derivatives such as gasoline or
heating oil) are important in modeling
investment decisions in the energy sector,
in predicting carbon emissions and climate
change, and in designing regulatory
policies such as automotive fuel standards
or gasoline taxes [3,4].
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Fig. 2. Forecasts of the price of oil [3]

Most developing nations that are driving
global economic growth are highly
dependent on energy consumption.
Although the U.S., EU, and Japan consume
large amounts of energy, these nations
have less leverage to the price of oil in
relation to their GDP.

Consumer demands and new regulations
will heavily influence the development and
marketability of innovations in the car
industry. First among these demands is fuel
efficiency, which will lead to new (or
improved) powertrain technology.

Oil price multiplied by Inflation will make
Electric vehicles the reality in the nearest
future, see figure 3 [5]:

* Electric vehicles will be the minority of
auto sales in the short and medium term,
but then become the majority.

402

« EVs will have a 5.5 percent market
penetration globally in 2020 and 15 percent
by 2025.

* The internal combustion engine will still
dominate with 85 percent of the market,
but EVs will move from rich man’s toy to
mass market.

* High oil prices will make EVs more
popular and in 30 years EVs will be the
bulk of the market.

Global EV Sales Penetration by through 2025
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Fig. 3. Electric vehicle sales trend [5]

Green alternatives, such as electric cars
will likely find more consumer interest in
wealthier countries while flex-fuels, such
as ethanol and natural gas will find wider
adoption in emerging markets where the
local climate or resource base favors these
fuels over petroleum.

While consumers await a more EV-friendly
world, hybrid vehicles will serve as
transition technology in developed and
developing markets. Hybrids feature lower
carbon emissions, greater fuel efficiency,
and are less infrastructure intensive than
EVs [1]. They also aid in the switch from
full-combustion engines to electric motors.
Due to all above mentioned energy
consumption issues, it is very important to
plan the used vehicle end-of-life scenarios
long before the proposed optimal life cycle.
The optimal period of vehicle life cycle can
be calculated by wusing Life Cycle
Assessment tool.

3. CARS LIFETIME

Statistic of Automobile Medium Lifetime
[9] (shows that cars after 12 years loses his
survival rate and needs modernisation.



Data from sales company (figure 4) shows
that there are not cars older than 13 years.
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Fig. 4. Automobile medium lifetime

Cars are retired from the service after 20
years of physical life. The average age of
passenger cars in EU [7] in 2006 was 7.65
years. The age of passenger’s cars has been
decreasing primarily on account of the
policy of encouraging the replacement of
older vehicles with new ones.

An intermediate phase between the
purchase of a new car and its eventual
scrapping is the sale of the car as a used
car. Statistics at an EU level show that the
used car market is very active, in most
cases larger than that for new cars.

3.1 Stagnated cars in the sales company

As figure 5 shows the longest period of car
life cycle is usage time. The environmental
aspect is very important, nevertheless the
satisfaction level of end user during this
whole period is playing significant role. On
the one hand the vehicle producers have to
follow the restrictions set by governments
all over the world, than take into account
all the environmental aspects and after all
think about the end user satisfaction level.

According to statistics gathered from this
car dealer company (figure 5), the vehicles
stay in warehouse for more than one month
due to they have the wrong cost (the
purchase price is higher than the market
one), there are certain serious technical
problems or the customer is not anymore
satisfied with the car options and features.
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Normally the used cars have to be resold in
one month, but what to do with these
problematic units? The best solution has to
be found by wused vehicles reselling
company for car life cycle extension and
user satisfaction: reasonable price -—
optimal fuel consumption — good quality.
End wusers are not thinking about
environmental impact. By optimising the
fuel consumption and reconstruction
internal combustion engines into electric
ones the environmental issues will be
fulfilled by default. In this paper these
factors will be taken into consideration.

3.2 Solutions for used cars

When the product has distinguished the
end of its life cycle the proper decision has
to be proposed. In fact, the end of product
life cycle can be different, based on the
optimal cash-flow measure [10]. The
totally new solution has to be proposed in
order to intrigue the future customer.

The typical problem seems to appear here
is that companies do not think about what
to do with unsold and returned used cars,
their parts, which have left from
production, old or obsolete products [11].
Most managers consider it as wastes. But if
a one business thinks in ‘Green’ way, there
are several options to follow:

» First one, the smartest: develop or
upgrade used car with a possibility to use
parts or subassemblies from previous
product. In this case study the used car
reconstruction into electric car is observed.
* Another option: collect and recycle
products, parts, and material. There is a



possibility to recycle old crushed cars what
can not be repaired / remanufactured /
reused into spare parts with clear history
(true readings, year of manufacturer

* Finally, worst and simple option is a
landfill. Unfortunately it is the most widely
used option nowadays.

4. CARS LIFE CYCLE ASSESSMENT

Life Cycle Assessment (LCA) provides the
environmental profile of a system and
evaluates the distribution of the burdens
and impacts across life cycle stages. LCA
uses a systematic and comprehensive
approach to assess environmental burdens
associated with products, and it has been
used as an analytic tool for pollution
prevention, life cycle design, and
optimization modelling [6]. A vehicle life
cycle consists of the following generic
stages: materials production,
manufacturing, use, maintenance, and end-
of-life. The environmental burden of each
stage shows different profiles for various
categories. For instance mid-sized car, the
use phase contributes 85% of the total life
cycle energy consumption based on

120000 miles (ca 193 121 km) of service

life. On the other hand, the use phase
contributes only 19% of the total solid
waste produced while the materials
production phase contributes 58% [7].

In order to compare the environmental
performance between old, retiring vehicles
and new replacement vehicles in the
context of scrappage programs, LCA
models need to be developed for each
model year as a function of vehicle age.
According to this research the LCA model
has to be developed for the specific period
of vehicle life cycle.

Vehicle LCA studies have mostly focused
on  measuring the  environmental
performance of specific model year
vehicles or propulsion systems. However,
such methods fall short of describing high
or low emitters since these studies report
average environmental performances based
on functional units (e.g., 120,000 miles of
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driving) [8]. In order to compare the
environmental performance between old,
retiring vehicles and new replacement
vehicles in the context of scrappage
programs, LCA models need to be
developed for each model year as a
function of vehicle age. In this paper, the
dynamic model is developed for the period
of time from usage to end-of-life stage.

4.1 LCA model construction

A standard mathematical model to find
optimal vehicle retirement policy, as
presented in figure 6, is constructed using
the following notation:

Assume that, at time 0, a decision maker
tries to minimize the environmental burden
of a criterion within the time horizon N
based on information the decision maker
has  regarding the  environmental
performance of future vehicles.

Environmental Burden

0 Ta Tv N

Time

Fig. 6. Schematic example of the life cycle
optimization model based on four policies
[8]. BI—B4 represent the final
environmental burdens for the four
policies.

The decision maker seeks a solution of the
form “Buy a new vehicle / upgrade the
used one at the start of year 0 and keep it
for o years and retire it; then buy a new
vehicle at the start of year @, and keep it for
b years and retire it, etc. As an example,
consider four policies depending on the
decisions at Ta and 7bh. It is assumed that
retiring a vehicle and buying a new vehicle
occurs simultaneously.



1) If the vehicle owner keeps the initial
vehicle throughout the time horizon N, the
cumulative environmental burden (B) will
result in B/. The slope change between Tb
and N represents vehicle deterioration
expected for older cars.

2) If the vehicle owner replaces the initial
vehicle with a new vehicle at time Ta and
keeps the new vehicle until N, the
cumulative environmental burden (B) will
result in B2.

3) If the vehicle owner replaces the initial
vehicle with a new vehicle at time Ta and
replaces this second vehicle again at Tb,
the cumulative environmental burden (B)
will result in B3.

4) If the vehicle owner replaces the initial
vehicle at time Tb with a new vehicle and
keeps the new vehicle until N, the
cumulative environmental burden (B) will
result in B4, which is the minimum
possible outcome. With this hypothetical
example, policy 4 is the optimal policy and
the optimal vehicle lifetimes are 7h.
However, in a real-world problem with a
longer time horizon, the number of
possible policy choices is often enormous.
If a decision maker seeks an optimal
replacement policy during a time horizon N
with a new vehicle at the beginning of year
0, and the vehicle replacement decisions
are made at the beginning of every year
from year [/, the number of possible
outcomes is 2", In addition, the
environmental profiles of N different
model years need to be considered based
on vehicle age.

The figure 6 shows n, first year of the
study; N, last year of the study; M,
maximum physical life of a vehicle; BM(i),
environmental burden of the materials
production of model year i vehicle; BA(i),
burden of the manufacturing of model year
1 vehicle; BU(i,j), burden of the vehicle use
during year j of model year i vehicle's
service; BR(i,j), burden of the maintenance
during year j of model year i vehicle's
service; BE(ij), burden of the end-of-life
stage of model year i vehicle retired at the
end of year j; and u(ij), burden of
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purchasing (producing) a new vehicle at
the start of year 7 and keeping it for j years.
For any model year i, u(i,0) = 0 and
represents the case in which a new vehicle
is not purchased in year i. [8]

u (ij)= (1)

J
Byy(i) + By(i) + Bgli,i+j— 1) + Z (By(i,k) + Bgli,k)
k=1

4.2 LCA for car modernization

In current research is considered car
modernization instead car replacement. In
the mathematical model in this case we not
take in account burden of the materials
production By(i) and manufacturing B (i),
of vehicle. But use new parameter By(i,k),
environmental burden of the vehicle
modernization. Value of this parameter is
more less than B4(i).

This model helps to focus more attention
on possible end-of-life strategies analysis.

tn(ij)= | 2)
B.(i,i+j+1) +i(BU(i,k) + B, (i,k)+ B, (i,k)

k=1
Schematic example of the environmental

burden influence for vehicle modernization
is shown in figure 7.

B1
- B
» B3

N

Environmental burden (Bn)

( Ta b :
i Time

Fig. 7. Schematic egcample of the life cycle
optimization by car modernization

The dynamic programming optimality
equations are constructed as follows: f{(7) be
the minimum possible burden accumulated
from the start of year i through the end of
year N given that a purchase is made at the
start of year i. Then:



min  {u(ix) + (i + x)]
f(]) ={xef{l 2 . M (3)
0

Where, x; 1is the decision variable
representing the number of years owning
vehicle of model year i.

For each criterion, this model seeks to
minimize the burden from the life cycle of
model years n to N by deciding how long
to keep each vehicle before purchasing a
new vehicle or reconstructed one.

5. CONCLUSION

The amount of vehicles, needed for
society, constantly grows in operation.
However, the used vehicles impact to the
environment is enormous throughout the
life cycle, for instance: energy and resource
consumption during the use phase, waste
management  during new  products
manufacturing, and disposal at the end of
its life. In this research the approach for
determination of the optimal car lifetime
was introduced. The mathematical tool was
represented in order to find the right
moment for old car replacement or
modernization. This way of thinking
priorities the possible upgrade of used
vehicles from the energy saving point of
view. It gives additional advantages to cars
sales companies to increase
competitiveness on used cars market by
offering unique services and products.
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THE IMPACT OF HUMAN RESOURCE PROFESSIONAL
DEVELOPMENT ON THE SMEs PERFORMANCE. EVOLUTIONS

AND CHALLENGES
Bercu, AM.; Roman, A.

Abstract: One of the key factors for
growth and performance of firms in the

new knowledge economy is the
professional  development of human
resources, professionalism and

competitiveness and enhance value to
adapt constantly to new conditions of
economic and socio-professional
environment. Particularities of SMEs
activities require people well trained, able
to meet the challenges and determine
growth and economic performance. The
purpose of our research theme is to identify
and assess the impact of professional
development of human resources on the
performance of the SMEs sector in
Romania. The results show that it is very
hard for SMEs to sustain the professional
development in order to increase their
performance, but is the condition to
succeed.

Key words: HRM, effectiveness, labour,
SMEs, strategic capital.

1. INTRODUCTION

In most states, small and medium
enterprises (SMEs) are vital for economic
and social development because they
provide a significant contribution to
creating added value and jobs. The purpose
of our research theme is to identify and
assess the impact of professional
development of human resources on the
performance of the SMEs sector in
Romania.

Our analysis is based on statistics and
surveys provided mainly by the National
Council of Private Small and Medium
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Enterprises in  Romania, European
Commission and some empirical studies.
Our paper is structured as follows: Section
2 presents the conceptual framework on
human resources system; Section 3
highlights the main features of SMEs
sector in Romania and especially its role in
creating jobs. In Section 4 we aim to
highlight some correlation between the
performance of SMEs and quality of
human resources, and Section 5 reflects the
economic and financial performance of
SMEs sector in Romania. Our study ends
with conclusions.

2. HUMAN RESOURCE SYSTEMS.
CONCEPTUAL FRAMEWORK

One of the main objectives of human
resource management is to create
conditions that latent potential employees
can be attained, while ensuring their
commitment to the causes of the
organization [1]. As shown Harrison [2],
human resource development is an "idea
resulting from a clear vision and potential
capacity of people, framed in the general
strategy of the enterprise”. This perspective
reflects the belief that human resources are
a major source of competitive advantage.

Obtaining organizational performance by
competent human resources, training, open
approach to knowledge and involved in
company growth status on a fierce
competitive market is a point of interest for

enterprise  management.  Performance
means both behaviours and results.
Behaviour emanates from individuals

(performer) and performance make the
abstract notion into concrete action, as



literature the so-called
[3] of performance
management, covering both levels of
competence and achievements, and
establish and analyze the results.

For SMEs human resource management in
order to get organizational performance
requires an approach in two directions.
First, regarding human resources practices,
which should be considered rather as a
coherent set of measures and techniques,
but taken individually, and the second,
relating to resource management system
human, involving an integrative approach
to environmental factors, organizational
and technological development through
which the system.

Performance of SMEs can be distinguished
by comparing the degree of innovation [4]
pro-activity [5] and the capability to

defined in the
"model-mixed"

calculate and take risks [6].
Interdependence of these factors is
achieved  through  human  resource

employee, able to provide the expertise and
competence, to get involved and perform in
the organization, to take risks and bring
added value to the effort of maintaining
and developing the competitive market.

3. CHARACTERIZATION OF SMEs
SECTOR IN ROMANIA. AN
OVERVIEW

SMEs constitute the dominant form of
business organization in the European
Union, each with over 99% of the total
number of enterprises. SME sector is
considered the spine of the European
economy, the engine of economic and
social development and has a crucial
importance for economic growth and
creating jobs. Crucial importance of SMEs
for the European economy resulting from
their dynamism is considered an engine of
innovation and growth and also an
important source of job creation.

According to the standardized European
Union definition, SMEs are businesses
with 10 to 250 employees, with less than €
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50 million in turnover and less than € 43
million in balance sheet total.

Of economically and socially point of
view, SMEs sector generates about 60% of
the value added to the European economy
and provide 67% of the total employment
(see figure 1). In all European businesses,
the overwhelming share of
microenterprises owned (92.1%
concerned), which produce about 22% of
value added and represents approximately
30% of total employment. Compared to
Romania, SMEs account about 47% of the
value added and 68% of the total
employment and micro enterprises is
88.47% in total, 24.40% of total
employment and only about 13% of
business value added.

24.40%
Share of employees in

microenterprises
The added value created by the
microenterprises (%)

29.80%

12.75%
21.60%

Micro share of total enterprises (%)

Share of employees in SMEs

Value added (%)

99.67%
99.80% )|

& L
I |

Share of Micro and SMEs

T T T 2 r
0% 20% 40% 60% 80% 100%

Source: own simulation based on the dates
provided by [7]

Fig. 1. Key indicators for SMEs in the EU
and Romania, 2010 (estimates)
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Supporting small businesses to develop and
promote business has legal support in
Romania [8] giving facilities for micro
start-ups, led by young entrepreneurs (aged
up to 35 years), which perform for the first
time the economic activity, through a
limited company. On the other hand, the
prevalence of micro, a long period of time
may indicate a standstill in the
development of micro enterprises.

Amid major problems facing the SME
sector in Romania is noted for the year
2009 a reduction of intake of this sector to
create jobs. Thus, based on statistical data
(see figure 2) it is shown a reduction of
number of the total SME sector employees



by 13% in 2009 compared to 2008.
Depending on company size, the reduced
number of employees is directly
proportional to firm size increases and 10%
for micro, 14% for small firms and over
15% for medium-sized companies. Survey
conducted by National Council of Small
and Medium Sized Private Enterprises in
Romania (CNIPMMR) shows that in 2010
compared to 2009, there was a reduction in
employment and number of employees in
the SME sector.

2,371,493
2,957,274
2,563,933

2007 2008 2009

B Micro ®Small » Medium ® Total SMEs

Source: centralized data based on [9, 10,
11]

Fig. 2. Evolution of the number of
employees and its structure by size
categories of SMEs

CNIPMMR survey carried out by a sample
of 1723 firms micro, small and medium [9]
shows that in 2010 compared to 2009,
there was a reduction in employment and
number of employees in the SME sector, in
close correlation with firm size.

Based on survey of CNIPMMR is noted
that a large proportion of SMEs (94.17%)
have employed more than 5 people and
only 0.78% of companies have committed
between 11 to 20 people, which highlights
extremely negative impact of the crisis in
terms of contribution of SMEs to create
new jobs.

4. ASSESSMENT OF CORRELATION
BETWEEN THE PERFORMANCE OF
SMEs AND THE QUALITY OF
HUMAN RESOURCES

SMEs performance can be analyzed by
highlighting human resource practices and

terms of behaviour and
performance. Improved performance by
reference to productivity, quality and
innovation is closely correlated with the
development of motivational behaviour by
staff, the cooperation and involvement, to
assume the roles and responsibilities within
the company, as their absence leads to
absenteeism, labour, customer
dissatisfaction and loss of confidence in
business services. (see table 1).

results, in

HRM HRM Behaviour Performance
practices outcomes outcomes outcomes
. . Effort / High:
Selection Commitment motivation
|Training | | |Productivity
Appraisal Quality Cooperation Quality

lRewards | | |Innovation

‘Jobdesign |Flexibility |'nV0'V9ment ‘LoWi

Involvement Absence

Labour
turnover

Organisational
citizenship

Status and
security

Conflict

Customer
complaints

Source: [12, p. 20]
Table 1. Linking HRM and performance

In full compliance with the above, the
performance of SMEs in Romania is
quantified according to criteria of
appreciations of the employees by the
entrepreneurs, in  conjunction  with
organizational  performance objectives
(productivity, efficiency, stability). Thus,
the results of investigation conducted by
CNIPMMR [9] highlights the most
important criteria: experience (over 66% of
firms), knowledge and skills held
(approximately 55%), the spirit of
responsibility  (47%), competence in
activity (approximately 46%) degree of
involvement in the company (over 41%)
and conscientiousness (40%).

For the management of SMEs in Romania,
the results presented above highlight the
concern for hiring qualified human
resources with a strong professional
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background who has the knowledge and
skills necessary to fulfil job duties and
responsibilities. This is because the costs of
training and professional development are
greatly diminished. Maintenance
employees and development capabilities
and provide new knowledge and skills is a
novel direct responsibility of the employer
(by the Labour Code, Law no. 41/2011).
Lack of financial resources as barriers for
SMEs managers who either do not invest in
training and improving their employees or
prefer the simplest forms of providing new
knowledge and practices in the field (short
training sessions held at the company, the
job rotation , call the experts in the field).
The results of CNIPMMR survey made in
the year 2010 show a concern limited to
the SME sector for the development of
training activities (see figure 3). Thus, over
60% of companies have implemented
training activities during 2010, accounting
for 24.46% of SMEs have dedicated
training 1-5 days per employee and only
6% of total SMEs have developed training
programs over 10 days per employee.

70%

60% +

s0%

a0%

30%

20%

7.87 6.16%
= C
'\“. T T T ‘4“

0%

0 days 1-5 days 6-10 day  Over 10 days

Source: [9, p. 232]
Fig. 3. SMEs structure depending on the
duration of employees training

In terms of percentage of employees in the
SME sector which have benefited over the
years of training programs, the results
achieved by the year 2010 CNIPMMR
shows that over 53% of companies have
not conducted training activities and only
24.55 % of SME investigated were trained
over 50% of employees (see figure 4),
which shows that in Romania is given little
attention  to  improving  employee

productivity and major implications on
organizational performance.

53.66%

0% ™ less than 10%

10-25% m 25-50% W owver 50%

Source: [9, p. 238]
Fig. 4. Share of SME employees have
received training

5. ECONOMICAL AND FINANCIAL
PERFORMANCES OF SMEs IN
ROMANIA

To highlight the economic and financial
performance of the SME sector in
Romania, we especially consider turnover,
labour productivity and financial results.

Turnover Share of total

(million RON) turnover (%)
| 2008 2009 2008 2009
‘Micro ‘167430 ‘173980 |28.58 |33.49
\Smau \200230 \170070 |34.17 |32.73
‘Medium ‘218250 ‘175530 |37.25 |33.78
Total 585910 [519580 | 100 [100
SMEs

Source: [processed data based on 9, 10]
Table 2. The distribution of turnover
depending on the size of the firm

On the basis of data in table 2, we can
notice the decrease in turnover for all
categories of SMEs, except for micro, in
2009 compared to 2008. SMEs across the
sector, the data of table 3 show that
turnover decreased by 11.32%, while the
decrease was 15% for small firms and
19.57% for medium-sized companies.
Amid these developments due to the
manifestation of the economic crisis is
found, in the year 2009 compared to 2008,
a distribution of turnover relatively
balanced across the three types of firms.
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One of the most conclusive indicators to
express the efficiency and profitability of
SMEs is the level of labour productivity or
the productivity per employee, determined
as the ratio between turnover and the
number of employees. We can notice that
labour productivity increased for all
categories of SMEs, but the highest
productivity was registered for medium-
sized enterprises, about 10,32% higher in
2008 than the average of all SMEs [9, 10].

On the whole SMEs sector in the year
2009, the labour productivity per employee
was stood at 202,650 RON to 198,125
RON in 2008, representing an increase of
only 2.28% [9, 10].

Labour productivity per employee has
increased for all categories of SMEs, but
the highest productivity was recorded in
the medium-sized enterprises, which in
2008 was by 10.32% over the average of
SMEs sector. Depending on company size
is noted a decrease in labour productivity
per employee indicator in the small and
medium companies, with 1.02% and 4.73%
respectively. For micro, the indicator
increased by 15.57%, mainly due to
increased turnover, as mentioned above.

B80%
F0%
60%
50%
40%
30%
20%
10% -

78.63%

73.78%

g
g

42.09%

43.48%
39.67%

Medium
enterprises

Total SMEs

Small
enterprises

Micro
enterprises

m 2008 w2009

Source: [9, p. 310]
Fig. 5. Evolution of profitable share of
companies in 2008-2009

Economic and financial performance of the
SME sector can be accessed on the basis of
the net financial results, which reflect a
deterioration of its situation as the current
crisis started to be felt in Romania, since
the last quarter of 2008. Thus, we can
notice, on one hand, the decrease in the
share of firms with positive net financial
results from about 46.4% in 2008 to
42.09% in 2009.
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Considering the firm’s size, we can see that
within medium and small enterprises the
share of profitable companies is
significantly higher (73,74% and 67,77%
respectively) than within micro enterprises,
which have been below the psychological
threshold of 40% (see figure 5). Overall,
damage also business means developments
in Romania under the impact of current
global crisis.

If we analyze the overall performance of
the SMEs sector in 2010 compared to
2009, it appears that the results achieved
were higher in only 18.78% of companies
while 55.28% of the company’s results
were lower. Depending on company size
(see figure 6), it is worth noting that the
share of firms with superior results
increases with increasing size of firms.
Such a situation is explained by the
existence of a correlation between firm size
and their ability to cope with economic
recession period.

60%
50%
a0%
30% |
20% -+,

T 1
Medium Total SMEs

Micro Small

M superior performance M lower performance

identical performance

Source: [9]

Fig. 6. Dynamic performance of the SMEs
sector, on size class, in 2010 compared to
2009

The survey conducted by the European
Commission and ECB, between 22 August
2011 and 7 October 2011 [13], for a
sample of over 15,000 companies in 38
countries, shows that the availability of
skilled staff or experienced managers are
among the most important problems faced
by European SMEs. Thus, the question -
What is currently the most pressing
problem is facing your firm? 14% of
European SMEs and 5.1% of SMEs in
Romania mentioned availability of skilled
staff or experienced managers.



6. LIMITS AND CONCLUSIONS

Our study was aimed at highlighting the
impact of professional development of
human resources on the performance of
SMEs, by evoking the experiences and
challenges of business environment in
Romania, which is mainly based on SMEs.
A major role in creating, supporting,
innovation and development of any
company rests with the human resource
involved: in its capacity as employer or

employee. Human resource practices
complement  pathways by  which
performance analyzed in terms of
knowledge,  skills, behaviours and

outcomes can be measured in economic
and social.

For SMEs, the global financial crisis has
posed new obstacles to developing and
maintaining on a competitive market. In
Romania, the percentage used by SMEs to
prepare professional managers and human
resource development is very low, leading
to poor performance and inability to
maintain quality standards of goods and
services.

The research is innovative for our country
and stand at the exploratory level. Thus, we
propose a view to further research and
started to highlight particular aspects of
human  resource  development and
organizational performance reporting.
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INCREASING THE VALUE OF ERGONOMIC DESIGN OF
WORKPLACE IN COMPLIANCE WITH LIMIT COSTS
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Abstract: In actual market situation, when
the supply mainly highly dominate over
demand, the companies have to minimize
costs and increase quality. Human factor
can  influence  quality  significantly.
Improvement of working environment is the
task of ergonomics. Application of
ergonomics can reduce defects, so it can
reduce the costs and increase the quality.
When company wants to implement the
ergonomics there are also financial
requirements for implementation. To spend
only necessary costs and also reduced
costs of ergonomic changes can be used
Target Costing methodology. Using of
Target Costing in Ergonomic design of
workplace is the topic of the article.

Key words: Target Costing, Ergonomics,
Costs, Workplace

1. INTRODUCTION

In order to be able to describe the reason
for the application of Target Costing and
Ergonomics in workplace design, it is first
necessary to define some terms.
Ergonomics is an interdisciplinary
scientific  discipline  system,  which
comprehensively addresses the human
activity and its link with technology and
environment, in order to optimize the
psychophysical burden and ensuring the
development of his personality [13]

Target Costing is a pricing method used
by firms. It is defined as "a cost
management tool for reducing the overall
cost of a product over its entire life-cycle
with the help of production, engineering,
research and design". A target cost is the
maximum amount of cost that can be
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incurred on a product and with it the firm
can still earn the required profit margin
from that product at a particular selling
price. [9]
2.  ERGONOMIC OF
WORKPLACE

DESIGN

The classical approach of the ergonomic
industrial engineer to designing a
workplace can be divided into two basic
procedures:

design of a new workplace,

scvaluation of an existing workplace.

Modified procedure of ergonomic design
of workplace by value analysis is in table
1. It is based by classic approach that is
described in literature [10].

When evaluating an existing workplace,
the ergonomist is limited by many factors:
stechnical characteristics of the production
system,

senvironment,

*technology,

*material flow - arrangement of the layout
of production,

«financial resources and so on.

If the arrangement of production and
individual links between workplace are not
respected, this can lead to errors. A
localized modification to the design of a
workplace may only shift the problem to
another site. It is therefore necessary to
understand the whole system as a process
with inputs and outputs.



Phase The job plan of ergonomic
design
1  [[dentify  specification|

ergonomic task

2 [Determination of the
desired ergonomic data
Identify the population

Preparatory 3

group
4 |Analysis of the work
task
S  [Provide the required
documentation
Value 6  [Determine the answers
to 5 questions
7  Select evaluation
imethod
Project 8  |Evaluate the project

9 Review the results of
the analysis

10 |[Evaluate the project
with the worker
Test 11 |[Evaluate the project
with the worker -
changes
12 [Establish training]
requirements
Final 13 |Realization
14 Summary and
conclusions

Table 1. New job plan of ergonomic design
[15]

3. TARGET COSTING

Target Costing is originally from Japan, it
was introduced in the 1960’s. The method
is based on the fact that product cannot be
sold with a higher price than the acceptable
price for the customer. Therefore the target
cost must be determined to achieve the
target profit while the price is still at an
acceptable level for the customer. Target
costs cannot be exceeded. After we have
the target cost, we can divide the product
into functions that the product has. Then
costs of the functions are compared to their
benefits. The aim is to reduce the costs of
functions with small benefits compared to
their costs.
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Steps of Target Costing

Target Costing can be described in the next
steps [12]:

1. Definition of product and making of
a rough proposal of the product.

2. Determination of target price and
target costs that are resulting from target
price. It is necessary to do it with respect to
results of market research, analysis of
competition and customer needs.

3. Finding of product functions and
allocation of the target costs to individual
functions. The allocation is based on
identified requirements of customers.

4. Decomposition of costs related to
each function to the product components
and control of components in terms of
costs compliance.

5. Achieving of target costs with
simultaneous engineering tools, Kaizen,
etc.

4. PROPOSED METHODOLOGY

This is a modified Target Costing
methodology with a focus on ergonomic
design of workplaces. In proposed
methodology target costs represent the
costs limit of ergonomic workplace
adjustments. The limit is determined by
management of enterprise. Compared to
classic Target Costing methodology the
proposed one has a difference in the
conception of the product. The product is a
workplace in proposed methodology.
Assembly groups of product are replaced
by individual ergonomic workplace
adjustments.

The proposed methodology is focused on
steps or their parts of Target Costing
methodology from step two to step five.

Steps of proposed methodology:

The proposed methodology consists of

steps:
1. Decomposition of total ergonomic
workplace  adjustment to individual



ergonomic adjustments and allocation of

the costs to individual ergonomic
adjustments. If there 1is only one
implementation of one  ergonomic

adjustment, then the adjustment can be
divided into several main parts and then
assign the costs to these parts.

2. Determining the benefits of
ergonomic adjustments and determine their
contribution to the total benefit for the
enterprise.

3. Determining of the percentage of
contribution of each ergonomic adjustment
to meet the required benefits of ergonomic
adjustments.

4. Determination of total benefit for
the enterprise in accordance to ergonomic
adjustments.

5. Determination of target costs index.
6. Comparison of actual costs of
ergonomic adjustments to target costs
determined by the benefits for the
enterprise.

5. EXAMPLE OF CALCULATION

1. Decomposition of total ergonomic

workplace adjustment to individual
ergonomic adjustments and allocation of
the costs to individual ergonomic

adjustments.

Decomposition can be mainly done by
ergonomist. The cost part is result of
qualified estimate by ergonomist with the
help of economist.

2. Determining the benefits of ergonomic
adjustments and determine their
contribution to the total benefit for the
enterprise.

Determining can be done for example by
staff survey of the workplace, by
ergonomists or by requirements of
certification. Assignment of contribution
significance is done by method of sequence
or method of pairs. Description of these
methods can be found for example in the
literature [7].

BENEFITS OF | PERCENTAGE OF
ERGONOMIC TOTAL BENEFIT
ADJUSTMENTS

Ul 20%

U2 15%

U3 25%

U4 30%

Us 10%

Table 3. Example — Step 2

3. Determining of the percentage of
contribution of each ergonomic
adjustment to meet the required benefits
of ergonomic adjustments.

The determination is performed by group
of experts. Members of the group assign
percentage of ergonomic adjustment to
individual benefits. Results are averaged
that the sum of percentage is 100 for
individual benefits.

INDIVIDUAL | PERCENTAGE OF
ERGONOMIC TOTAL COSTS
ADJUSTMENTS
El 45%
E2 15%
E3 22%
E4 18%

U1l U2 U3 U4 US

E1 | 30% | 60% | 30% | 30% | 45%
E2 13% - 20% - 25%
E3 | 30% | 40% | 10% | 40% | 14%
E4 | 27% - 40% | 30% | 16%
SUM | 100% | 100% | 100% | 100% | 100%

Table 2. Example — Step 1
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Table 4. Example — Step 3




4. Determination of total benefit for the
enterprise in accordance to ergonomic
adjustments.

Now the total benefit for the enterprise in
accordance to ergonomic adjustments is
determined. It is based on next formulas:

The benefit of ergonomic adjustments
sum (percentage of ergonomic adjustments
to the required benefits x scale)

Scale = coefficient of partial benefit to the
total benefit

vi|vz|us|ud| Us | ¥
El1| 6 | 9 |75] 9 | 45 | 36
Y%l % | % | % | % | %
E2|26| - | 5| - |25 |101
% % % | %
E3| 6 | 6 |25] 12| 14 | 279
%l % |l % | %] % | %
E4|54| - | 10] 9 | 1,6 | 26
% %l % | % | %
y | 20| 15] 2530|100 | 100
Y% | % | % | % | % | %

Table 5. Example — Step 4

5. Determination of target costs index.
The target costs index is determined in this

step. The index is calculated by formula
below.

index = benefit of ergonomic adjustment /
percentage of total costs

Table of this step of example is divided
into three parts.

The benefits in table 6 is result of table 5.
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INDIVIDUAL BENEFIT OF
ERGONOMIC | ERGONOMIC
ADJUSTMENTS | ADJUSTMENT
El 36%

E2 10,1%

E3 27,9%

E4 26%
SUM 100%

Table 6. Example — Step 5- partl

The percentage of total costs in table 7 is

based by table 2.
INDIVIDUAL | PERCENTAGE
ERGONOMIC OF TOTAL
ADJUSTMENTS COSTS
El 45%
E2 15%
E3 22%
E4 18%
SUM 100%

Table 7. Example — Step 5- part2

In table 8 the index is calculated.

INDIVIDUAL TARGET
ERGONOMIC | COSTS INDEX
ADJUSTMENTS

El 0,8

E2 0,67

E3 127

E4 1,44

SUM -

Table 8. Example — Step 5- part3

If the index value is below one it means
that costs are higher that benefit for
enterprise. If the index value is above one
it means that costs are lower that benefit
for enterprise, then costs are justifiable.



6. Comparison of actual costs of
ergonomic adjustments to target costs
determined by the benefits for the
enterprise.

The target costs are determined in this last
step. Also deviations from target costs to
the actual calculated costs are determined.
Target costs are determined by benefits for
the enterprise.

Table of this step of example is divided
into four parts.

INDIVIDUAL ACTUAL
ERGONOMIC | COSTS (EUR)
ADJUSTMENTS

El 7650

E2 2550

E3 3740

E4 3060

SUM 17000

Table 9. Example — Step 6- partl

The benefits in table 10 is result of table 5.

INDIVIDUAL BENEFIT OF
ERGONOMIC | ERGONOMIC
ADJUSTMENTS | ADJUSTMENT
El 36%
E2 10,1%
E3 27,9%
E4 26%
SUM 100%

Table 10. Example — Step 6- part2

Target costs in table 11 are calculated by
the percentage of benefit of ergonomic
adjustment with the total costs = 16 000
EUR. It is suggestion of cost reduction
from the total calculated costs = 17 000
EUR that are in table 9.

417

INDIVIDUAL TARGET
ERGONOMIC | COSTS (EUR)
ADJUSTMENTS

El 5760

E2 1616

E3 4464

E4 4160

SUM 16 000

Table 11. Example — Step 6- part3

The deviations are calculated in table 12.

INDIVIDUAL COVER/
ERGONOMIC UNCOVER
ADJUSTMENT
S

El - 1890

E2 -934

E3 +724

E4 +1100

SUM - 1000

Table 12. Example — Step 6- part4

Then it is necessary to focus on individual
ergonomic adjustments and reduce their
costs according to table 12.

It is necessary to focus on ergonomic
adjustments that have in the field cover/
uncover negative values and reduce their
costs.

6. CONCLUSION

The main benefit of new approach is
reducing costs of ergonomic design of
workplace. Then the ergonomic design of
workplace will be more affordable for
company. Application of ergonomics can
reduce defects, so it can reduce the costs
and increase the quality. To spend only
necessary costs and also reduced costs of
ergonomic adjustments can be used Target
Costing methodology.
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Abstract: Present environment full of
turbulent changes in all fields of social life
influenced by globalisation and world
economic crisis, creates completely new
conditions for activities of industrial
enterprises. In order to make enterprises
capable to secure their long-term
sustainable development, it is necessary to
optimize their efficiency significantly. Key
factor of enterprise efficiency optimisation
in stated setting is the integration of all
enterprise systems, processes and sources.
To secure the practical application of
differently constructed models of industrial
enterprise performance management, it is
necessary to pay systematic attention to
corporate culture. This article deals with
identification and description of the key
stages within the process of corporate
culture  optimisation  in  industrial
enterprises.

Key words: performance, corporate
culture, sustainability, competitiveness

1. INTRODUCTION

Present environment full of turbulent
changes in all fields of social life (society,

economics,  people,  technologies,...)
influenced by  globalisation,  world
economic crisis and natural disasters,

creates completely new conditions for
activities of industrial enterprises. In order
to make the industrial enterprises capable
to respond on the stated changes and secure
their long-term sustainable development
this way, it is necessary to optimize their
efficiency significantly.

Within the industrial enterprise praxis, it is
possible to notice the growth of applying
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the differently constructed models of staff
performance management. Application of
them usually leads to permanent
“overloading” of specific staff groups what
preferentially endangers health (psychical
and physical) and so the efficiency of the
staff. Finally, from the long-term point of
view, it also endangers the efficiency and
competitiveness of given enterprises.

In addition, satisfying solution of this
problem is complicated to find also
because of the fact that the growing
influence of globalization does not refer
only to macro-economic environment, but
it also influences significantly the in-plant
processes. By this reason, it is necessary to
regard the multicultural aspects while
designing the models of organisation
performance management. [1]

Nowadays, the above mentioned reasons
are crucial why to pay attention to
corporate culture (CC). Thus, corporate
culture becomes the key factor of industrial
enterprise performance optimization. It is
the appropriate CC that enables human
resources to activate the other resources of
an enterprise and so optimize their
utilization.

2. PRESENT STATE OF
KNOWLEDGE IN THE FIELD OF
ORGANISATIONAL PERFORMANCE

2.1 Organisational performance and
labour performance

When using and explaining the term
“performance” (in connection with human
resource management in enterprises, it is
regarded as ,labour performance®), it is
possible to find different approaches by



many different authors. However, it is still
possible to identify two main directions of
understanding. The first approach (classical
theory of human resources management)
regards labour performance as a result of
an individual’s activity, team or whole
organization; it means labour performance
is the amount of work done by a certain
time unit. [2] With regards to this kind of
understanding the term ,performance
connects it with the results of employee’s
behaviour, meaning that the evaluation of
the performance will be focused on the past
more than on planning the future. [3]
The second approach (new concept of
human resources management) understands
the term labour performance in much wider
context. It refers to the level of task
performance, forming the scope of
employment of a certain employee.
Therefore, it means not only the amount
and quality of work, but also the behaviour,
willingness, approach to work, absence and
injuries  frequency, relationships  with
people in connection with work and many
other characteristics of an individual that
are considered as significant within the
context of work performance. Labour
performance is then a result of connection
and mutual relation of its basic elements:

« cOmpetencies knowledge, abilities,
skills and attitudes as personal
characteristics of a given employee,

« task understanding — it is conditioned

mainly by effective  bidirectional
communication between the manager and
employee,

« effort — is a reflection of motivation. [4]

It is necessary to realize that all the above
mentioned attributes of labour performance
can be significantly influenced by the
manager of a given employee:

« competencies by means of selection and
following development of employees,

« understanding the task by means of
applied management and communication
style,

. effort by means of motivating the
employees.
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When  defining the term labour
performance, we come out of the premise
that it is a more general and long-term
expression of labour performance referring
to a certain employee. [5]

2.2 Organisational performance
management

The term *“organizational performance
management” is understood as constant,
continual  process of identification,
measuring and development of individual
performance of the staff in accordance with
strategic goals of organization.[6] To reach
the required organizational performance,
many different performance management
models have been created recently. In spite
of the fact that it is possible to identify
different approaches, all of these models
contain one clear element and that is the
individual employee, employee with his
abilities, skills, knowledge, attitudes, inner
motivation, effort to work and willingness
to deliver certain performance and reach
certain level of performance.

Following the aforesaid, it is obvious that
if an industrial enterprise wants to reach
the required level of its performance from
the long-term point of view through the
performance of its employees, it also needs
to deal with the quality of labour
conditions,  attractiveness of  labour
standards, level of labour climate etc., it
means individual attributes of CC.

3. REASEARCH FOCUSED ON THE
FIELD OF ENTERPRISE
PERFORMANCE MANAGEMENT

In the period from 2010 — 2011 was carried
out the research by the Institute of
Industrial Engineering, Management and
Quality at the Faculty of Materials Science
and Technology in Bratislava with seat in
Trnava. The aim of this research was to
analyse contemporary state of management
performance practical application in
conditions of the Slovak industrial
enterprises. The research was carried out
on the sample of 300 industrial enterprises



of different size (14% small, 79% medium
and 7% large enterprises), which are active
in the territory of the Slovak Republic.
Following the results evaluation, this key
knowledge was identified in the field of
real application of performance
management in the conditions of industrial
enterprises:

1. majority of industrial enterprises (86%)
of respondents think that performance
management has a positive impact on the
performance of enterprises;

58% of respondents think that
performance management enables staff to
understand the strategic goals of enterprise;
69% of respondents think that
performance management improves the
abilities of line managers to manage people
effectively;

74% of respondents think that
performance management helps individuals
to improve their abilities and enables them
to develop their careers;

79% of respondents think that
performance management has a positive
impact on the individual performance of an
employee.

- 50% of respondents think that it has a
positive influence on wellbeing of staff
while fulfilling their tasks.

the increase of
employee mental
comfort

the growth of employee
individual performance

employee carreer
development

development of line
managers abilities

better understanding of
enterprise strategic
aims

0%
Fig. 1. Influence of performance
management on enterprise particular areas

10% 20% 30% 40% 50% 60% 70% 80% 90%

2. 62% of respondents stated that the
enterprise they work for carries out staff
performance management. However, only
23% of them chose (from given answers)
those activities that really belong to the
process (e.g. 29% respondents consider
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only evaluation interviews as employee
performance management).

3. only 43% of enterprises have established
a ,functioning“ model of performance
management (mainly large companies,
with majority of foreign capital).

Oyes, but it is more or less
formal process (18%)

DOyes, but it is not used (0%)
Eyes it is implemented and
effectively used (43%)

@ | do not know what this
term means (10%)

Mo, it is not used (29%)

Fig. 2. Enterprise performance
management model utilisation

Following the interpretation of the
mentioned (and further) data gained from
the research, it is possible to state that:

v  enterprise  performance management
presents significant presumption of its
long-term sustainable development and
competitiveness,

in spite of this fact, enterprise
performance management in conditions
of the Slovak Republic is not realized
systematically (industrial enterprises
know and partially carry out the
activities belonging to the performance
management process, but on the other
hand, they do not utilize them as
complex and the ties between them are
not realized explicitly),

when individual enterprises manage
their performance, performance
management is often applied in a wrong
way, mainly in the field of creating the
conditions for systematic formation of
human potential, supporting his positive
relation and loyalty to enterprise and
motivation to reach high performance.

For reasons given, it is obvious that the key
presumption of effective application of
industrial enterprises performance
management nowadays is optimisation of
their CC focused on reaching high
performance of their employees.



4. PROPOSAL OF SYSTEMATIC
APPROACH TO CC OPTIMISATION

On behalf of reaching the required level of
enterprise performance by means of
corporate culture optimisation, following
key stages of this process were specified:

a)
b)

c)
d)

Corporate culture audit

Defining the philosophy of corporate
culture change

Focus of corporate culture change

The corporate culture change process
itself.

a) Corporate culture audit

First step in the process of corporate
culture change is its audit that will enable
the knowledge of in-plant situation,
opinions, attitudes, values and expectations
of employees. When auditing the corporate
culture, it is necessary to decide between
the internal or external audit.

The internal audit is usually carried out by
project team directly subjected to
enterprise management. As a source of
information is especially used enterprise
information and control system. However,
from the employees as well as whole
enterprise point of view as more suitable is
regarded the external audit. It is usually
carried out by a team of specialists who are
able to utilize in practice many different
theories and methods regarding the
character of particular situation in
enterprise. Information that needs to be
gained from employees is often of discreet
character. Moreover, external audit will
guarantee  anonymity  of individual
responses during the data collecting and
after the termination of the research.

b) Defining the philosophy of corporate
culture change
Subject matter of a change is a shift from
initial state to the final one. In case of
corporate culture change, the initial state is
the situation when the ideas, approaches
and values shared and developed by
employees are not in compliance with the
ideas, approaches and values presented by
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management of the enterprise in the
interest of reaching the required
performance. If corporate culture audit
identifies (or more precisely confirms)
such a state, it is necessary to define
essential heading (or philosophy) of the
considered  change.  Philosophy  of
corporate  culture  change  should
unambiguously come out of the defined
vision, mission and “key messages” of
corporate strategy.

c) Focus of corporate culture change
Direction of CC change is, to a high extent,
dependent on individual circumstances,
character of conventional culture and other
effecting factors. In spite of that it is
possible to identify elementary focuses of
change in industrial enterprises: on
customer, innovations, team work etc. [7]
Nowadays the focus of change is on
reaching the required performance of
enterprises.

d) The corporate culture change process
itself

The process itself of shift from the initial

state to the final state of corporate culture

change should consist of following stages:

e Defrosting of conventional corporate
culture

It involves doubting of shared but at the

same time unwanted ideas, approaches and

values.

e Sorting of interests and attitudes

It is mainly realization of those
connections, ties, chances, risks and forces
which are on the side of change and those
which are against it.

e Influencing

It is targeted influence on conventional
culture to dismantle everything what is not
wanted and preserve and strengthen
everything what is necessary and suitable
for further building.

Harmonization

It is searching for the maximum possible
number of integrating elements in the
features of strategically necessary CC.



e Development

It is monitoring of the harmonic state
between approaches and values declared by
people and those that are required for
further prosperity of enterprise.

5. CONCLUSION

In present conditions of turbulent market,
the competitive advantage of enterprises is
based mainly on full utilization of
knowledge, abilities and skills of their
employees. Through them, it is possible to
utilize effectively all other resources of
enterprise and by that reach the required
goal — long-term sustainable performance
and competitiveness of enterprises. This
goal is not possible to reach effectively
without the fundamental change in the field
of CC approach, because it is the culture of
each enterprise that can be either resource
of its strength and carrier of its competitive
advantage or it can become a brake for
development of enterprise, or even the
source of its destruction.

Enterprises have now understood that
performance management is the key
presumption of sustaining their
competitiveness. However, if enterprise
performance management is about to bring
the expected contribution, its application in
the conditions of real practice needs to be
realized as complex and system.

From the point of view of further research,
the mentioned problem is significantly
dynamic. In near future, it will be
necessary to solve the field of enterprise
performance management also from the
view of multicultural aspects, because the
growing influence of globalization does not
refer only to macroeconomic environment,
but it significantly influences the processes
within each enterprise and so their
performance, too.

This paper has been solved within the
project “The Identification of Sustainable
Performance Key Parameters in Industrial
Enterprises within Multicultural
Environment” (VEGA 1/0787/12) and
"HCS Model Concept 3E vs. Corporate
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Social Responsibility Concept” (APVV

LPP-0384-09 )
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Abstract: This paper deals with risk that
can occur during planning of the technical
system, i.e. the first phase of the product
life cycle. Article also contains division of
this phase into individual steps, description
of all these steps and assignment risks to
each step.

Key words: Risk, risk management, PLM,
planning.

1. INTRODUCTION

Risk management is an important activity
of every progressive thinking organization.
Risk management during product life cycle
enables in—time prediction of risks that can
occur during each phase. The company can
decide on basis of this prediction, either
run the risk and continue in the PLM or
stop it, because the risk is too high. Risk
management allows further reductions of
risk's likelihood and its impact in
individual phases.

2. Risks

The concept of risk is always connected
with uncertainty in not meeting the
objectives. If it is possible to define the
likelihood of not meeting the objectives
and its impact, than it is risk.

There is no united definition of risk in
available literature.

For example Czech standard CSN 31000
defines risk as an effect of uncertainty on
objectives.

There are generally two types of risk:

« threat — risk having only negative effect,

* opportunity — risk having both negative
and positive effect.
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3 Product lifecycle

Each product has limited life time. During
this time it passes through several phases.
Sequence of theses phases makes up the
product lifecycle — PLM.

The lifecycle can be seen from several
points of view such as marketing view, in
terms of execution, in terms of impact on
the environment and others. In terms of
risk management the most considered is
the view in terms of transformation
processes. For this reason the following
model used by prof. Hosnedl is applied in
my work.

This model is also suitable for usage,
because it defines five operators that
influence all phases of PLM. These
operators are: human system, technical
system, environment, information system,
management system.

These operators can be considered as
resources of risk causes.

Plans,

neads Technical System Plannlng

vV ¥ v v ¥
‘ Technical System Design —‘

Organizational and Technological

Preparatlon of Production I

Production '—‘

' | — ——

l@?

Distribution

%@*F%%]

[ Operation
ul

—= Used
Technical
System

31 R oL Ayl

L—{ Disposal

Fig. 1. Product Lifecycle




4. Risk Management in Planning
Concept of the product is formed during
pre-production stages (especially
planning). Therefore it is necessary to pay
sufficient attention to this phase - create
and collect as many documents and find as
many risks for deciding about this concept.
Approximately 10 to 20% of total number
of risks occur during pre-production stages
covering 80 - 90% of potential impacts.

4.1 Planning

As shown in the PLM, model planning is
the first phase of product lifecycle.

The starting point for planning is the vision
of the company that reflects the mission of
the company. An analysis of the company
has to be made based on this vision — its
strengths and weaknesses, and analysis of
company's environment — opportunities
and threats.

After this analysis complex strategy should
be created. This strategy consists of several
sub—strategies for example business and
technical or manufacturing strategy.

Based on these sub-strategies product
planning can begin.

4.2. Technical System Planning
Technical system planning must be based
on business, technical and economical
inputs resulting from the company's
strategy.

First step of technical system planning is
the definition of the product. In this step
basic parameters, basic functions, target
markets, customers, competitors and
possible barriers of the product should be
established.

Next step is to specify the financial
assignment. This step includes: estimation
of sales of the product and their volume,
investments needed for product developing
and manufacturing, determining of
maximum total costs, maximum production
costs, price estimation, total revenues
assumption and creation of cost
management plans.

Technical system planning should also
include time specification. In time
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specification should be defined: prediction
of total time needed, forecasts of time
product will be set on market, setting of
intermediate milestones and schedule of
the management plan.

In addition to financial and time
specifications planning has to include
staffing assignments. In this step project
manager, number of team members and
structure of the team should be determined.
After the definition of the product,
financial, personnel and time specification
1s necessary to approve the concept to the
leadership of the company.

After approval of the concept a team
should be created and PLM can continue in
other pre-production stages — design and
technical and organizational preparation of
production.

4.3 Risks in Planning

For identification of all risks in planning it
is useful to proceed in individual steps of
planning mentioned above and causes that
are based on operators from chosen
product lifecycle.

After the modification of these operators
there are 8 groups of causes of risks:

» causes of risks due to inputs,

* causes of risks due to transformation
processes,

* causes of risks due to human system,

» causes of risks due to material- technical
system,

» causes of risks due to information system,
* causes of risks due to management
system,

» causes of risks due to feedbacks,

» causes of risks due to outputs.

First group of risks causes are causes due
to inputs. These are financial, human,
material, energy and information inputs.
This group can be divided into:

ecauses of risks due to prime inputs,

» causes of risks due to supportive inputs,

* causes of risks due to undesirable inputs.
Further group of causes of risks is
transformation process. Transformation
processes can be divided into major,



supportive and undesirables. Subgroups are
thus:

* causes of risks due to prime
transformation process,

* causes of risks due to supportive
transformation process,

* causes of risks due to undesirable
transformation process.

Risks rising from human system can occur
as a result of the decision of a human not to
accept the technical system. It can be on
basis of human’s inner values, of threat
human's health or claims to the senses of
man. Subgroups of causes due to human
system are:

* causes of risk due to general and specific
human values,

* causes of risk due to threat to human's
health (safety, hygiene and ergonomics),

* causes of risks due to human senses and
perception (hearing, smell, touch, taste,
knowledge ...),

» causes of risks due to human behavior
and decision making.

Risks relating to the material-technical
system may occur from the technical
suitability of the available technology or
technical means, working environment and
labor means. Subgroups of risks causes are
thus:

» causes of risks due to technology,

« causes of risks due to technical means,

* causes of risks due to working
environment,

* causes of risks due to material item.
Another area of risk is information system.
Risks due to technical information, trade
and economic, regulatory and informal
information occur here. Subgroups of
causes risks are thus:

* causes of risk due to
information,

 causes of risk due to commercial and
economic information,

» causes of risks due to regulations,
e causes of risks due to
information.

Risks are present also in the management
system. The causes of the risk in
management system can be broken down

technical

informal
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into:

» causes of risk due to general
environment,

* causes of risk due to field environment,

* causes of the risk due to management
system (planning system, management...),

» causes of risk due to behavior and
influence from management decisions

» causes of risks due to company's general
values.

Risks may occur on the basis of poor
feedbacks. They are:

» causes of risks due to prime feedbacks,

» causes of risks due to secondary
feedbacks.

The last group of causes of risk is outputs.
They are financial, human, material,
energy and information outputs. Subgroups
are:

* causes of risks due to the main outputs,
» causes of risks due to supportive outputs,
» causes of risks due to undesirable outputs.
By linking these two areas (individual
steps in planning phase and causes of risk)
arises map of all risks that may occur
during the planning.

4.4. Risks in the individual steps of
planning

Some causes of risks may occur during all
phases of product life cycle, some are
specific for individual phase.

Causes of risks that may occur during all
phases of product life cycle are shown
below.

- R

Causes of risks due
to transformation
processes

Causes of risks due
to inputs

Causes of risks
thatmay occur
duringall
phases of
productlife
cycle

Causes of risks due | Causes of risks due
to feedbacks to outputs

N /

Fig. 2. Causes of risks that can occur
during all phases of product life cycle



It is always all subgroups of causes of risks
mentioned above.

Causes of risks that are specific for
individual phases are described below.
Largest number of causes of risks can
occur during planning. That is because
during planning has to be all threats
considered. In additional to the causes of
risks that can occur during all phases of
product life cycle are that some causes of
risks due to human system, material —
technical system, information system and
management system.

Causes of risk due to general and specific
human values

Causes of risk due to threat of human's
health

Causes of risks due to human senses and
perception

Causes of risks due to human's behavior
and decision making

Causes of risks due to technology
Causes of risks due to technical substance

Causes of risks due to working
environment

Causes of risks due to material item

Causes of risk due to technical
information

Causes of risk due to commercial and
economic information

Causes of risks due to regulations

lon of the product

Causes of risks due to informal
information

Causes of risk due to general
environment

Causes of risk due to field environment

INI

Causes of the risk due to management
system

Causes of risk due to behavior and
influence management decisions

Def

Causes of risks due to company's general
values

Fig. 3. Causes of risks in definition of the
product
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Next step of planning is financial

specification. Here can occur, besides
causes of risks that can occur during all
phases, some specific subgroups of causes
of risks due human system, information
system and management system. These
specific causes are described in picture
below.

* Causes of risk due to general and
specific human values

e Causes of risks due to human's
behavior and decision making

* Causes of risk due to technical
information

¢ Causes of risk due to commercial
and economic information

* Causes of risks due to regulations

¢ Causes of risks due to informal
information

e Causes of risk due to general
enviranment

lon

Icat

| specif

* Causes of risk due to field
environment

* Causes of the risk due to
management system

* Causes of risk due to behavior and
influence management decisions

e Causes of risks due to company's
general values

Inancia

F

Fig. 4. Causes of risks in financial
specification

Third step of planning is time specification.
Moreover can during this step occur some
causes of risks due to human system,
information system and management
system. Specific causes are shown in
picture below.



Time specification

* Causes of risk due to general and
specific human values

* Causes of risks due to human's
behavior and decision making

* Causes of risk due to technical
information

* Causes of risk due to commercial
and economic information

* Causes of risks due to regulations

* Causes of risks due to informal
information

® Causes of risk due to general
environment

* Causes of risk due to field
environment”

* Causes of the risk due to
management system

* Causes of risk due to behavior and
influence management decisions

* Causes of risks due to company's
general values

Fig. 5. Causes of risks in time specification

Following step of planning is specification
of stuffing assignments. Here can further
occur some of causes of risks due to human
system, information system and
management system. Specific causes are

shown in picture below.

Specification of stuffing assignments

Fig. 6. Causes of risks in specification of

* Causes of risk due to general and

specific human values
Causes of risks due to human's
behavior and decision making

and economic information

Causes of risks due to
regulations

Causes of risks due to informal
information

Causes of risk due to general
environment

Causes of the risk due to
management system

Causes of risk due to behavior
and influence management
decisions

general values

Causes of risk due to commercial

Causes of risks due to company's

stuffing assignments
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Second-to-last step of planning is approval
of the concept. Specific causes of risks are
shown in following picture.

* Causes of risk due to general and
specific human values

* Causes of risks due to human's
behaviorand decision making

* Causesof risk due to technical
information

¢ Causes of risk due to commercial
and economic information
* Causes of risks due to regulations

Causes of risks due to informal
information

* Causes of risk due to behavior
andinfluence management
decisions

* Causesof risks due to company's

Approval of the concept

generalvalues

Fig. 6. Causes of risks in approval of the

concept

Final step of planning is creation of a team.
In this step can occur only 6 causes of
risks. These are described in the picture.

i

* Causes of risks due to human's
behavior and decision making

* Causes of risks due to
regulations

* Causes of risks due to informal
information

* Causes of risk due to general
environment

* Causes of risks due to behavior
and influence management
decisions

* Causes of risks due to
company's general values

Creation of team

Fig. 7. Causes of risks in creation of team



5.Conclusion

Assigning individual causes of risks to
each step of planning, i.e. the first phase of
product life cycle, arises a integrated
system. This integrated system helps to
identify all risks that might occur during
individual steps of technical system
planning. This process 1is systematic
therefore prevent forgetting some risks
better.

If it were possible to assign to each cause
of risk its likelihood and size of its impact,
it would possible to determine risk of each
step. The risk is determined by multiplying
these two indicators. The risk throughout
the planning phase is simple sum of risks
of individual steps.

This indicator can help companies to
decide, either run the risk and continue life
cycle of the product, or stop it, because the
risk is too high.

Comparing this index in more variants of
the same project also allows deciding
which variant is less dangerous for the
company.
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Abstract: This paper describes the
issues of searching and selection of
partners in distributed manufacturing
systems (DMS). For solving of this problem
the multi-criteria optimization algorithm
using Monte Carlo method is proposed.
The development of the multi-criteria
optimization algorithm (MOA) to support
the configuration of DMS in the virtual
breeding environment (VBE) is described
specifically. The proposed model deals
with the minimization of fixed and variable
costs and compliance of the due date.

Key words: Distributed Manufacturing
System (DMS), Multi-criteria Optimization
Algorithm (MOA), Virtual Breeding
Environment (VBE), Monte Carlo

1. INTRODUCTION

In the age of globalization and the
continued development of information and
communication technologies (ICT),
manufacturing is entering a new era in
which the time-to-market significantly
reduced in addition to continuous changes
in products and customer orientation. This
era is characterized by continuous changes
in products and customer orientation
whereas time-to-market is greatly reduced.
If manufacturers want to keep up with
competitive environment they are forced to
develop more complex and agile products
in shortest possible time and for lowest
possible costs.

However, for most of them, these
requirements are too difficult to fulfil
within their own capacity, know-how, and
financial resources.
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It is clear that development and
manufacturing of products includes
increasing number of manufacturers,

suppliers, subcontractors, distributors or
customers which implies increasing need
for establishing joint  partnerships.
Dispersion of production functions, the
development  of  information and
communication technologies and customer
orientation have become one of the main
factors that contributed to the emergence of
new organizational structures, such as
virtual organization (VO) / Distributed
Manufacturing System (DMS), which have
over traditional  organizations several
advantages as a flexible structure and rapid
response to market changes.

It is obvious that choosing the right
partners is essential for the successful
establishment and operation effectiveness
of DMS. Selection of partners in DMS is
currently constantly studied in various
scientific papers. This paper deals with the
problem of search the partners in the
Virtual Breeding Environment (VBE) and
their selection to the DMS. In particular,
the selection of partners to support the
DMS using the multi-objective
optimization methods based on Monte
Carlo algorithm is studied.

The rest of the paper is organized as
follows. The second chapter presents an
overview of the current state of the art of
searching and selecting partners on inter-
corporate level. The third chapter describes
the methodology for the selection of
partners in the DMS, limiting conditions
and the definition of optimization methods
to support the selection of partners. Also in
this chapter an illustrative example is



presented to show the application of the
proposed algorithm. The last chapter
presents the achievements and areas for
further research.

2. BACKGROUND

Despite the literature and Internet sources
offer several types of alternative
terminology, the term of distributed
manufacturing systems is widely accepted
not only in industry but also in academia
sphere.  Represents a  grouping of
geographically distant and systemically
integrated companies involved in the
creation of a common product. The basic
difference between classical and DMS
business is in a distributed deployment of
participants and information processing.
The present author defines distributed

manufacturing systems (virtual
organizations) as follows:
,Virtual Organization (DMS) is a

temporary association of companies that
are formed in order to exploit changing
market opportunities. In virtual
organizations, individual companies can
share costs, expertise and market access,
each of which is involved in co-operation
in the most efficient manner." (Byrne, J.A.,
Brandt, R. & Port, O., 1993, p. 36) [1]

All definitions DMS / VO can be found in
the literature [2].

Based on the available definitions it is
possible to identify a set of common
characteristics of DMS:

* The aim of DMS is utilize business
opportunities, to increase
competitiveness and profit making.

» It is a temporary consortium - resulting
in a relationship between the control
company and its partner companies.

e Companies use information and
communication technologies (ICT).

e They are variously geographically and
culturally distributed.

o There is a management company -
usually the one that saw a business
opportunity, providing search, selection
and management of partner companies.

431

o Structure and partners of DMS are
product-oriented.

o Interested companies should be
presented to a third party as a unified
organization.

* Grouped enterprises can dynamically
change or maintain its stability.

» Each of the participating companies are
involved in co-operation in the most
efficient way.

On the basis of shared characteristics the

new DMS definition can be created as

follows:

"Distributed manufacturing system can be

characterized as a temporary linked
businesses, institutions or individuals,
culturally diverse to each other,
geographically distributed and

interconnected through information and
communication technologies in order to
exploit  business opportunities. The
managing company provides searching,
selecting and managing of partner
companies which are involved in co-
operation in the most efficient manner."
DMS members cooperate and jointly take
advantage of business opportunities that,
given its market position have not been
able to achieve.

Successfully meeting the needs of
customers requires effective cooperation
and coordination between  partners.
Businesses should be prepared to work at
the moment of finding a business
opportunity. The underlying assumption of
preparedness is a long term cooperation
"participation" in the joint associations of
undertakings, also referred to as a virtual
breeding environment (VBE). According to
(Afsarmanesh, Camarinha-Matos, [3]),
VBE can be characterized as:

"Association of organizations and their
supporting institutions that have adopted an
agreement on long-term cooperation, adopt
a common operating principles and
infrastructures in order to increase their
potential and readiness for cooperation."
VBE is an open but controlled limited
association of undertakings. Its main
objective is to improve the readiness of



member companies to join the DMS. In
addition, VBE can include other types of
organizations such as. (research institutes,
universities, associations, development
centres, state-sponsored organizations,
etc.,).

2.1 Related work

Based on the literature review, it was
observed that until 2002 there was not clear
criteria for selecting partners to DMS
consortium and also was not fully
understood the whole process of DMS
design. As regards the process of forming
DMS, Carvalho et al.(2003) proposes
dividing the process of DMS design in four
activities: specification and analysis of
business opportunities, partner search,
selection of partners and generate work
breakdown in DMS. With regard to
selection criteria, this work also does not
constitute a significant improvement. In
this case, DMS designer uses information
obtained by the broker to select the
organizations which better meet the
demands of CO. Camarinha-Matos et al.
(2005b) presented a much more detailed
process of DMS design, which identified
seven different activities: identification and
characterization of CO, DMS rough plan,
search and selection of partners,
negotiation, detailed planning of DMS,
contracts and run the DMS [4].

When selecting partners in DMS for the
business opportunity, there are many
factors to be taken into account. These
factors include price, quality, trust, product
delivery time, reliability, and more.
However, key factors that need to be
addressed include cost and time. As
pointed out by Jagdev and Browne [5],
high quality products is necessary but not
sufficient condition for market entry,
which implies that the cost and time-to-
market can be considered as a basis of
competitive advantage. In a study of
Brucker et al. [6], the issue of partner
selection is part of the planning project. In
the study of Wang et al. [7] the cost and
time of completion of the subproject are
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taken into account and genetic algorithm is
used for problem solution.

In DMS, partners are diverse cultures and
are geographically distributed, therefore
besides the cost and time required for
performing the manufacturing tasks,
transportation costs and times can't be
ignored. These costs and time are so
important that it cannot be ignored. With
the transportation cost and time considered,
the partner selection problem is much more
complicated. Taking the processing cost
and the transportation cost into account,
Wu et al. [8] modelled the partner selection
problem by a network model and an
efficient algorithm was presented to solve
it. However, in that model, the time factor
is neglected.

In order to minimize transportation and
subprojects costs Wu et al. [8] proposed an
integer programming method for solution
of network partner selection. Ip et al. [9]
studied the problem of partner selection
and proposed integer based program. This
model is similar to the model of project
planning with due dates and to find optimal
solutions the B&B algorithm is used.
Addressing the selection of partners this is
not easy task due to the inherent
complexity of the problem such as imposed
restrictions, discrete decisions, different
cost structures and risk factors. The
complexity of the problem has been
described by many researchers to develop
various heuristic algorithms, which are for
example taboo search algorithm [10],
genetic algorithm [11], B&B algorithm
[12] and exchange procedure [13] to find
the nearest optimal solution for different
variants of the problem of partner
selection. The number of researchers are
addressing the problem of selection of
partners used quantitative analytical
methods [14, 15], but quantitative
analytical methods are still a challenge. In
the case of DMS mathematical formulation
and module designs optimization methods
of selecting the right partners is very
important.



3. EXAMPLE OF PARETO MULTI-
OBJECTIVE (MO) OPTIMIZATION
OF PARTNER SELECTION
PROBLEM

Suppose that the attractive business
opportunity has been detected. However,
enterprise which detected this business
opportunity doesn't have sufficient capacity
to ensure the manufacture process,
assembly and distribution of the product it
decided to build a DMS. During the design
process of DMS, managing company
divides project into the several subprojects
and tries to select optimal partners for each
subproject.

Fig. 1. CAD model of PC power supply
unit.

Manufacturing process of the computer
power supply (PSU) (Fig.1) is studied in
the numerical example. Manufacturing of
the PSU includes five operations. Each
operation can be performed by one partner.
Five partners are considered for each
operation in this case. Problem of
determining the most efficient cooperation
among potential partners is considered.
Following criteria are assumed: (a)
resulting time of manufacturing process
and (b) price of manufacturing process.
Since shorter manufacturing process means
bigger manufacturing costs and vice versa,
these criteria are contradictory. During the
optimization process optimal partner
consortium and optimal compromise
between time and price is calculated.
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The objective of MO optimization is to
find the set of acceptable solutions to
choose among them.

To compare candidate solutions to the MO
problems, the concept of Pareto dominance
is used. This concept assures that the
solutions belonged to the Pareto set is not
dominated by any other solution that can
improve at least one of the objectives
without degradation any other objectives
[16].

Problem is solved wusing ‘"classical"
multiobjective optimization method where
MO problem is transformed into multiple
single objective (SO) problems. SO
problem is than solved using Monte Carlo
computational algorithm relaying on
repeated random sampling of solutions.
Each SO solution that represents single
variation of consortium arrangement.
According to this, best variation is finally
chosen.

The objective to select the optimal
combination X of the partners for all
operations to minimise the total cost of the
project and the overall time of
manufacturing process. The following
variables are defined:

Xi=] operation | is performed by company j,
jE& {LZ_ __,Iﬂ"!r}__
m; - number of companies for operation i

n — number of operations

costjj — cost of operation i performed by
candidate j

time;; — time of operation i performed by
candidate j

Then, the problem can be describe as the
following mo_qdel:

i=12,..,n

min J(X) = Zc&st;,: + time .
: = (1)
If functions f, = fltime,,, ) are defined

for i-th company performing j-th job, then
multiobjective optimization problem can

be transformed into single objective
problem:
min (0 = £,

=1 (2)



3.1 Define the model parameters

Number of partners: 25 (5 partners for each
operation), number of operations: 5

Design  Variables: Time for each
manufacturing operation - To, Price for
each manufacturing operation - Po.

MO problem is transformed into SO
problem assuming that the Po is function
of To. Linear function Po=f(To) is defined
for each partner. Function f has decreasing
character where price for operation is
decreasing with time for operation. Slope k
of f function is defined for each partner.
Five potential partners for each operation
are considered. Every partner is
constrained to perform only one operation.
Design variable space is constrained by the
rule that each To value is randomly
generated by +10% deviance of defined
average Toa value with normal

distribution.

Solution of biobjective price-time problem

1

0951\

0.2

0.85

Normalized price

0.7 I I I I I .
3.55 0.6 075 08 085 035 095

Normalized time
Fig. 2. llustration of Pareto solution of the
bi-objective optimization problem

I I
065 0.7

Fig.2 depicts a Pareto set for a two-
objective minimization problem. Potential
solutions that optimize manufacturing
price Po and manufacturing time To are
shown on the graph. Overall manufacturing
time and price are normalized to their
maximum values. The red line represents
Pareto front of the optimization problem.
According this Pareto front, the
compromise solution can be chosen. In
considered example best compromised
solution is obtained for the set of following
partners which are responsible for
operations:
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[4,5,2,5,2]

Optimal overall time is 292 s -> optimal
comprise between time and price.
Maximum time is 462 s -> cheapest and
slowest manufacturing process.

Minimum time is 247 s -> most expensive
and fastest manufacturing process.

All numerical calculations have been
performed in the MATLAB® environment.

4. CONCLUSION

In this paper, multi-objective optimization
method for the partner selection in DMS is
presented. An illustrative example of
partner selection process for manufacturing
of computer power supply unit is
discussed. Robustness of Monte Carlo
Method has shown a effective approach for
solution of constrained multi objective
problem. Based on the results of
optimization process, the optimal variation
of the partner consortium, overall
manufacturing time and overall
manufacturing costs have been selected.
During the optimization process the times
and costs related to logistics haven't been
considered. Given the fact that logistics
may largely affect the time and cost of
DMS production, it is very important to
take it into account in the further research.
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Abstract

The Institute of Production Systems and
Applied Mechanics has been working in
the design, development and improvement
of a Flexible Manufacturing Cell within the
frame of research and academic purposes.
Due to the scope of new projects and the
need of turning this cell into a more
flexible, autonomous and intelligent one,
i.e.. Intelligent Manufacturing Cell, the
present paper emerges with the main aim
of contributing to the design and analysis
of the material flow of such a cell under the
new “intelligent” denomination. For this,
besides offering a general description on
how the material flow should be, some
principles to consider in the functioning of
the cell, some possible alternative
scenarios and the states of the cell are also
offered. For a better comprehension, all
these elements are supported by a detailed
layout, figures and a few expressions which
help obtaining necessary data. This data
and others will be used in the future when
simulating the scenarios in the search of
the best material flow configuration.

Key words: Flexible/Intelligent
Manufacturing  System/Cell  (F/IMS/C),
material flow design, layout, reverse and
direct flows.

1. INTRODUCTION

The last decades have witnessed a
significant migration from traditional
production systems to a more flexible and
intelligent manufacturing. These still rather
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emerging FMS are capable of processing
different types of products in an arbitrary
sequence with insignificant setup delays
between operations, and are mainly
distinguished from other types of
manufacturing systems by the following
characteristics: high degree of functional
integration, complex tool management and
complex control software. Such systems as
well all their most modern fellows, e.g.:
Intelligent, Holonic and Agent-Based
Manufacturing Systems are relatively
expensive and thus and even when it is
becoming better over the years, just a few
companies can get to their implementation.
As for solving these cost matters, a
growing tendency to develop and use just
smaller versions, e.g. I/FMC, is taking
place both with real life production
intentions or as research projects helping to
evolve the field, [1, 2, 3 and 4].

Conscious of this, the IPSAM consists of a
FMC. This cell is composed of several
subsystems, i.e. Cartesian robot (CR) and
Shelf-storage system (SS), and in a very
close future of others like a small robot for
the transportation of the parts and finished
pieces inside the cell (Robotino), and
another one dedicated to the palletization
and despalletization (ABB robot). At
present this FMC is still subject for further
improvements and under a constant
changing process towards a more
intelligent, evolved and autonomous cell,
i.e.. IMC. Changes related to such
migration already encompassed most of the
design and acquisition of new needed



devices, and are currently being mainly
focused in the design, analysis and
projection of its material flow, hence from
this point on; it will be referred to as the
IMC. The reminders of this paper will be
organized in section 2: Initial design,
description and analysis of the material
flow at the IMC, section 3: Some basic
principles to consider during the material
flow design, section 4: Other possible
alternative scenarios, section 5: States of
the cell, and section 6: Conclusions and
further research issues.

2. INITIAL DESIGN, DESCRIPTION
AND ANALYSIS OF THE MATERIAL
FLOW AT THE IMC

The future material flow is intended to
function as described below, useful
analysis and viewpoints related to this
section could be found in [5, 6, and 7]. For
the sake of comprehension in Fig. 1 the
design of the IMC layout is shown:

The material flow begins at the
Palletization area with buffers (PAB),
where unsorted part, i.e.: pistons and
cylindrical  housings wait to be
manipulated. An ABB robot inside the area
will select and place the right parts in the
right position on the pallets as well as the
assembled pieces in the boxes during the
reverse flow. Such robot is intended to
collaborate in a close future with camera so
as to make possible these tasks. Such
camera will identify the 3 types of
cylindrical housings and 2 types of pistons,
it will be located in the same PAB
consisting on a high quality source of light,
so as to wunequivocally enable the
identification of the colors of such
housings, and then select the right one
according to need of the batch being
produced as commanded by the computer
controller; colors of the cylindrical
housings are silver, black and red. In a
future such camera is also supposed to be
making some surface quality control either
of the parts or the assembled pieces, as
well as to be helping in the selection of
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specific parts needed for a certain batch,
when being these spread and mixed with
different ones all over the area. The camera
will be effectively located (inclined) so as
to visualize the parts in 3 dimensions. Fig.
2 shows some pictures of the parts intended
to be assembled in principle inside the
IMC:

Assembly andor Disassembly Cell

with buffers

Storage Manipulator
W :
8(2' T
= i
» gp- oo AS:e\f-Stora [
4 107 | [T |[120)|[137] |||
g 16 15 1411 2
i | | | f
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Covers  Springs ~—\ Predetermined paths  Palletization Shelf
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Rotating Device
16: Assembly and/or
premeeends [ ------ 1*1 | Disassembly Place
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finished pieces
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Output of
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Piston types 1, 2) \H/

Figure 1. Detailed Layout intended for the
IMC.

-
So9e =T
a4 a
Figure. 2. Parts integrating the piece
intended to be flowing through the IMC

The shelf at the PAB where the pallets will
be located consists of 4 positions that will
be used either for the direct flow of parts or
the reverse flow of the pieces. Once the
pallets and their parts are ready, each pallet
having one and only one part, these are
handled by another smallest robot
(Robotino), which moves between such
PAB and the SS. This second storage area
consists of 12 positions and an input/output
one (I/O) where in a simple and first



approximation, all parts must be placed
when coming from the PAB, and pieces or
empty pallets when going either from SS to
the PAB or directly from the Rotating
Device (RD) to the PAB, in case these are
not stored in the SS before being
transported. The SS is supposed to have in
principle 2 available positions so as to
avoid any kind of collision, this number
could vary in dependence of the operating
scenario and once the cell starts running,
time standards must be determined so as to
more mathematically justify such number
of needed empty positions for which it
could be useful the use of Simulation.

Parts being placed by Robotino at the I/O
can either be moved into SS having to
wait, or directly moved by a Manipulator
(M) to the RD, for which the M must have
stored the previous pallet(s) from the RD
into SS first (it could be a pallet with an
assembled piece, a piston’s pallet or both
of them). The selection of one of the 2
previous alternatives, besides having to do
with the importance of the order being
processed or simply the will of prioritizing
the direct flow of parts or the reverse flow
of pieces, could be better justified in future
work when having the time standards of
Robotino and its combination the ABB
robot to take parts towards the SS, and the
time standards of the M, RD and the
assembly process; this and the possible
combination of all these time standards at
their different operative speeds which are
at present unknown, could differentiate
other working scenarios.

The RD either takes parts into the
Assembly place (AP) or takes the pieces
out from it when assembled. Once the
parts are in the AP, first the cylindrical
housing and then the piston which is also
transported by Robotino, different grippers
from the 3 existing ones are taken for the
realization of the assembly process. The
assembly process begins with arrival of
the cylindrical housing which is fixed,
then the piston is introduced, right after
the spring, and finally the cover, the last 2
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ones are in buffers located in the same AP.
Assembled pieces just like any empty
pallet, can either remain in the RD waiting
till the incoming part being transported by
Robotino from the PAB is stored in the
SS, or be directly moved into the SS while
the incoming part takes its place in the
RD, the course of action decided will lie
on the elements explained in the last
paragraph. In any of the cases, pieces and
empty pallets taken by Robotino when
coming back to the PAB are placed in the
4 places shelf, and then pieces are taken
by the same ABB robot into the proper
boxes as it can be seen in Fig. 1.

3. Some basic principles to consider

during the material flow design
1. There must be predetermined paths for

Robotino to follow between the PAB

and the SS (optimized paths), such

paths could depend on the decided

operating scenario. In principle and in

the most simple of the cases, there

must be predetermined paths for

Robotino between each of the 4

positions of the shelf in the PAB and

the I/O

. The PAB and the SS must be as close
as possible

. The I/O position should be always
kept available for any Robotino
ingoing movement (RIMj) from PAB

. It must be a priority not to
unnecessarily keep pieces in the SS
and that Robotino never comes back
empty

. Manipulations of the M and rotations
of the RD should be optimized to a
minimum so that less energy and time
are used as well as less complexity
added to the system

. Robotino should not wait for a part
being still assembled to come back
when having stored ready to return
pallets in the SS

. The M should never wait for the a part
coming with Robotino to assemble a
piece if having available parts in SS



8. The speed of the devices in the cell

should tend to the maximum always
that the quality keeps being as desired,
this would increase the throughput.
The combination of all possible
operative speeds could yield a hard
combinatorial problem that could be
better analyzed in further research
. The material flow must be as simple
and linear as possible

The computer controller and the
pallet identification system software
must collaborate so as avoid
unnecessary movements and anticipate
some actions, e.g.: a. Robotino should
not load a piece and take it towards the
I/O when there will be a collision and
it would have to take it back, b. every
time Robotino is coming back from
the I/O at least 1 position must be
available, why to place a pallet and
mount a part if it would create a
collision and would have to be
removed back from the shelf.
Elements of intelligence like these are
intended to be added to the cell

It should be kept empty in a first
approximation and as a security
measure against collisions in the cell, 2
positions between the SS and the RD.
In case there is only 1, which could be
a minimum bound, no collision takes
place anyway

The position Robotino takes the
pallet from should be kept available so
that when it comes back at any
Robotino Outgoing Movement
(ROMw), there is a free position to
place. By preference and under the
concept of reducing variability, it is
desired to keep such same position but
in case there is another finished piece
to dismount, the position Robotino
took the pallet from could be
optionally occupied since there will be
a free position anyway. Notice that
w = 1,0 and can be also referred to as
the number of empty pallets (eps) plus
the number of finished pieces (fpc)
returned back from the 1/O. Then
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regarding each ROMw takes one and
only one pallet back, and that s = 1,1
and ¢ = 1,d, it can be stated that:

ROMy, = eps + fp. 1]

This previous expression, if

considering the number of pieces of

bad quality in the cell, let us call
them by bgb where b = 1,q, and
also knowing the value of eps,
could be turned out to obtain the

Throughput (T) of the cell at any

time, 1.e.:

T = ROM,, — bq, — eps [2]
Although most of the principles are proper
from this paper, it was useful to analyze
some rules, see 8 and 9, from [3, 4], as
well as the whole paper itself of [6].

4. Other possible alternative scenarios

Some other possible scenarios could occur
and be analyzed in future work. Some of
these are briefly mentioned as follows:

1. The normal working scenario
described in heading 2, plus the
consideration of a time buffer based on
the future analysis of the time
standards, e.g.: Robotino, the ABB
robot, the M and the SS could be
assumed to start working sooner so as
to have a certain number of parts when
the systems starts, it would propitiate a
more balanced cell in case Robotino is
verified as the bottleneck

2. The normal working scenario
described in heading 2, plus the
operation of Robotino in all 4 first
level positions of the SS besides the
/O, this could eliminate manipulations
and favor the direct and reverse flows

3. The normal working scenario
described above with the combination
of both of the last 2 previous
considerations

4. Another different scenario to the
explained in heading 2, where there
would be possible to transport both the
cylindrical housings and covers on the
same pallet. It would keep containing
as sub-scenarios the previous 3 ones.



It 1s important to outline, that each one of
these variants could also include others
regarding the possible different operational
speeds assumed for each resource, their
combinations and the prioritizations, etc.,
this way, even when not being in the most
complex of the cases, the problem presents
itself as a combinatorial one which are
usually non-polynomial-hard (NP-hard),
meaning that the time required to find the
optimal solution, increases exponentially as
the problem size increases linearly, for
which the use of heuristics, metaheuristics
or even approximation approaches are
worth taking into account. The following
expression 3 has a great value of use and is
a good starting point to get to another one
that in future papers, helps determining the
total number of scenarios or combinations
to be explored and compared in the
targeted IMC.

Such future expression will be used for
each original scenario initially identified,
so that, either making vary one of its
elements (devices of the IMC) through all
its possible discreet values or, several
devices at the same time, the number of
combinations derived from each original
scenario, let us call them Subscenarios, can
be determined. Notice that the term
Subscenario will be just used to indicate
where they come from, at the end each of
them will be assumed as a another
configuration of the MS to be further
simulated and analyzed in the search of a
better material flow.

n!
(n—k)!k!

Cnk)=(}) = 3]

where:

n: total number of scale values that the
elements of cell (devices) being searched
for combinations, have together in their
discreet or discretized varying scales

k: number of varying devices being
searched for combinations

However, despite the previous expression
offers all the combinations and give an
insight on what must be calculated, it does
not distinguish between the combinations
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inside the same set and those among sets,
being just the last ones which are needed
and possible, given the characteristics of
the problem and goal of this research, i.e.:
it is neither possible nor logical to have at
the same time 1 device operating at 2 or
more different speeds. To help discerning
on this inconvenience, it is useful to have a
look into the pair-wise combinations field
which fits part of the research need of
strictly searching among different sets.
Similarly, the graph theory and specifically
the complete bipartite graph problem help
also understanding the nature of the needed
future expression and how to get to its final
formulation; from its perspective, each pair
of sets must be simply seen as complete
bipartite graph.

However, these theories themselves do not
exactly match or totally cover the
requirements of our needed expression, and
as in most of the practical applications,
either some modifications should be made
to let them fit or they can just be used to
partially address the problem. From these
analyses, the authors allow themselves to
decide on a final expression to be proposed
in future work. The same will be just
intended in a first approximation, for the
particular use case addressed through this

paper.
5. The possible states of the cell

The cell could be empty, with remaining
capacity, full but not under collision, under
collision and interrupted:

= The cell is full but not under collision,
always that being full 3 of the 4
positions at the PAB, there are 2 other
empty ones among the RD, SS and the
I/O. Otherwise a collision could occur

The cell has remaining capacity when
there are at least empty 2 places
among the SS, RD and the 1/Ois also
empty. Any other additional empty
positions on the shelf in the PAB can
besides contribute to this state



= The cell may be under collision when
(1) it is not possible at any RIMj to
place parts in the I/O since this is full
by any relocation process, this could
be solved if existing at least 2 or more
empty positions, among the RD and
SS, otherwise the collision remains.
Other possibilities of collision are: (2)
being empty the I/O there are no other
empty spaces to push the pallet
forwards, i.e.: the SS and RD are both
full, and (3) at any ROMw the 4
position shelf in the PAB is full. All of
these  possibilities even  when
mentioned are supposed to be stopped
from happening if the system executes
and follows the principles and thus
acts and reacts intelligently

= The cell is interrupted when by any
circumstance and without a collision,
it is not running. The interruptions can
be partial, planned, not planned, casual
or due to others reasons.

6. Conclusions and further research

Through this paper it was contributed in a
first approximation, to an initial design of
the material flow at the IMC of the
IPSAM. As for helping comprehending
some of the descriptions and situations,
both a figure, a detailed layout of the IMC
and some expressions accompanied the
sections. The paper creates a basis for a
broader research project which includes the
migration till the phase of functioning, to
an IMC. Further research ideas are related
but not limited to the improvement of the
material flow described herein.
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Abstract:  Prediction of  product
properties especially of product costs is
very important task for engineering
designers. This design activity enables
early and thus very efficient elimination of
odd costs of the designed technical
product. In the intended paper we would
like to present, compare and evaluate two
different approaches applied on early
prediction of costs of designed technical
products. The first approach is based on
traditional mathematical statistics
methods, the second one is our recently
developed Similarity based Reasoning
(SbR) method. These two approaches were
verified and validated with use of the same
sample of data corresponding to real
technical products. Evaluation and
comparison of quality of both approaches
will be presented using database for a
standardized machine part.

Key words: prediction, parameter, driver,
regression, machine part

1. INTRODUCTION

Each designer should notify that each his
proposal of a dimension or even radius
causes costs. So it is advantageous to know
which drivers have the most important
impact on costs of the designed product
Thus the primary focus of our approach
was to find drivers of a technical product
regarding  costs.  Statistic  functions
correlation coefficient and linear regression
were being tested for those drivers
identification = and  following  cost
prediction. Technical data which are being
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used for cost prediction are taken from
database or they are simulated.

2. PROCEDURE

Technical products have usually many
parameters. The key ability for properties
prediction is ability to find out which
parameters of investigated technical
product affects cost mostly. Our hypothesis
that key drivers can be determined by using
statistic ~ function correlation several
technical products were considered. In this
paper case study with sliding bearing is

presented.
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Fig. 1. Sliding bearing with sleeve



Technical products have usually many
parameters. Correlation refers to any of a
broad class of statistical relationships
involving dependence. Correlation means
mutual relation between two processes or
values. If one of them changes, the second
one changes and back. If correlation
between two processes or parameters is
found out, it is probable that they depend to
each other but it does not mean that one
driver of them is a cause and that second
one is consequence. But correlation itsef is
not able to decide it. Relation between two
characteristics or quantities (X, y) could be

positive if (approximately) y = kx or
negative (y = - kx). A value of correlation
coefficient r = —1 means quite indirect
dependence (anti-correlation). In other
words as much as values of one
characteristic increase thus values of

second characteristic reduce. If value of
correlation coefficient r equals +1 (Fig. 1)
means direct dependence. For example if
diameter increases then for example costs
increase. If value of correlation coefficient
r equals +1 (Fig. 1) the relationship
between two characteristics is linear.

v » vy e
p ; ¥ s

o r=+1 e

Fig. 2. Direct (left) and indirect (right)
expression of correlation coefficient r

By using correlation coefficient function,

we obtained values of correlation
coefficient r for some respective
parameters (Tab. 1).

d D b H T dh

0,07 | 092 | 079 | 089 | 0.61 | 0,93

Tab. 1 Some drivers of sliding bearing with
sleeve, key drivers are depicted bold

We found out the most important property
drivers regarding costs from this case study
in this way (Fig. 3). These are: d, D and dh.
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The rest of other investigated parameters
behave with positive dependability too but
only parameters with most impact on costs
were selected. So we found out the key
drivers with the highest impact on cost

(Fig. 3).
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Fig. 3 Investigated parameters of above
mentioned sliding bearing with the sleeve
which mostly affects costs of product

The next step of cost prediction approach
is based on hypothesis that by knowing key
drivers and using linear regression (LR) it
is possible to predict product costs. This is
able only if it is possible to use database of
product costs we would like predict. Used
data has to be valid — it means that data
have to represent comparable products only
(e.g. same producer, same year etc.). In
general, the goal of linear regression is to



find a line that optimally predicts a
parameter Y depending on a parameter X.
Linear regression does this by finding the
line that minimizes the sum of the squares
of the vertical distances of the points from
the line. The sample test set of cases and
their results we obtained is shown in Tab 2.

produced product of one company could
differs a lot because for example
operational costs of some machines could
be much higher and that is why
manufacturing of those products is more
expensive. In the Figure 4 the same cost
dependency of drivers is shown. From
those dependencies it is easy to see rise of

dimm] | Dfmm] | dbfmm] | C[CZK] | Cwmzo[CZK] | A%
3 10 = 129 1288 014 costs in set of products.
4 13 9 129 13.06 121
5 14 10 132 13.76 431 d-c
5 16 12 135 13.38 0.91 a5
§ 17 13 14.3 14.08 1.56 40 ,_/"’
§ 19 15 14.6 13.70 §.18 :0 :.‘_.’
8 b 18 150 1491 0.61 25 -+
8 24 20 152 14.53 4.41 T‘: R ~ ~e
10 2 19 16.6 16.84 142 o f
10 26 22 158 15.93 0.83 5
10 30 4 16.2 14.88 815 , . w0 . o 10
12 24 21 15.6 15.24 1.96
12 28 24 16.3 17.33 631
12 32 26 16.7 1628 252 D-C
15 28 23 19.9 20.15 1.24 8
- = 70 e
15 32 28 17.6 19.24 9.33 o o
15 33 9 179 15.38 2.68 w0 '__‘___:---‘
17 30 27 227 21.55 5.08 a0 . 3
17 35 31 20.1 2045 1.76 30 *® -
17 40 34 207 19.21 719 20
20 37 34 242 12.89 542 u: .
20 42 36 212 21.50 142 0 20 a0 ; 80 100
20 47 40 215 2041 5.08
15 47 41 217 15.00 1522 dh-C
25 52 43 219 23.91 9.17 o
30 53 43 25.7 27.79 8.12 w0
30 52 53 26.3 26.46 0,62 w0 :’
35 82 55 314 3091 1.56 0 _’__,‘-’:
40 63 &0 37.1 34.07 516 10 f, - 3
20 .
Tab.2 Comparison of entered costs and o
predicted costs with using linear regression o .
1] 20 a( (0] a0 100

In this case data being used (entered costs)
are almost smooth. In the next step
simulated data of the same product with
again the same key drivers are tested.
Entered data as were set in previous
example are shown here. But this time
uneven data are being used. Sometimes it
is obvious that some sets of technical
products could be i.e. manufactured by
using the different machines or technology.
So it could happen that costs of all
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Fig. 4 Investigated parameters d, D and dh
of above mentioned sliding bearing with
the sleeve which mostly affects costs of
product

This investigation have shown that if
entered samples (data) are uneven the
obtain results lose accuracy. Predictions of
costs can differ from real costs almost in
80% in comparison with entered samples.



From our experiences it was found out that
the crucial boundary stone for cost
prediction is indication of key drivers in
our example, drivers which affects costs
mostly. Our presented method works but
this method is not doesn’t work accurately
when entered data are uneven as it is
obvious from Tab. 3. In the other words
this system doesn’t work accurately when
shape of costs is leaping.

d[mm] D[mm] dh[mm] C[CZK] | Cmen[CIK] APl
3 10 7 129 4.04 68.70
4 13 g 129 8.12 37.03
5 14 10 132 10.17 2299
5 16 12 13.5 9.41 30.30
6 17 13 143 1145 19.91
6 19 15 146 10.70 26.74
8 22 18 150 14.40 398
8 24 20 152 13.65 1021
10 22 19 16.6 16.44 0.94
10 26 2 158 17.73 1223
10 30 24 162 21.82 -34 6
12 24 21 186 20.53 -10.37
12 b1 24 163 21.82 33.84
12 32 26 16.7 23.90 55.11
15 28 25 19.9 26.28 32.05
15 32 28 176 27.56 -36.62
15 35 29 179 32.03 78.93
17 30 27 3. 30.36 3375
17 35 31 201 3127 55.58
17 40 34 207 34.98 -68.99
20 37 34 520 3498 3274
20 42 36 536 4148 2260
20 47 40 56.4 4239 2483
25 47 41 60.2 5170 14.13
5 52 45 603 52.60 12.76
30 55 48 65.6 63.57 3.09
30 62 55 66.2 60.93 797
35 62 55 70.0 73.03 432
40 68 60 80.0 85.66 -7.07

Tab.4 Comparison of entered uneven data
of costs and predicted costs with using
linear regression

All calculations were made in MS Excel

3. SIMILARITY BASED REASONING
METHOD (SbR)

Let us have a set of m samples stored in a
database. The number of samples m is con-
stant for a given task but can generally
change for any next task according to the
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development of situation. Each sample (i =
I-m) is described by a vector Ai of n
parameters (“independent variables”

usually but not exclusively values of the
“descriptive property indicators” men-
tioned above) denominated from Ail to
Ain. The concept of the method can accept
that some of these parameters may be
originally given in the vague/linguistic
form. However the appropriate fuzzy set
method for their quantification should have
to be applied first. If there is n parameters
is considered, each sample i can be
represented by the corresponding vector
within the n-dimensional virtual space. Let
each sample (vector) Ai has assigned value
f(Ai) (or maybe more values f(Ai,k)) of the
“dependent “function” variable(s)” which
thus depend(s) on values of the above
mentioned “independent variables
(parameters)” Aij = Ail - Ain of the vector.
Let us consider now, that these (values)
f(Ai) of the stored samples have been
found by an unknown or very complicated
“black box” like way which is not easy or
is “even impossible” to find and accommo-
date it for effective and first of all prompt
reuse during design engineering, etc.. Now
let us have any next (of course compatible)
“examined” vector Ax with known values
of its “independent variables (parameters)”
Axj = Ax1 - Axn however with not known
value(s) of its “dependent (“function”)
variable(s)” f(Ax), and the task is to infer
it. Our approach to the solution of the task
based on the hypothesis outlined in the
introduction has been as follows. Although
the n-dimensional space is in question,
above mentioned requirements led us to
concentrate on possibilities how to estimate
the value f(Ax) using only surrounding, i.e.
the closest and most similar TS stored
vectors. We have established as a crucial
idea that the value f(Ax) can be linearly
interpolated from the values f(Ai) of those
stored samples 1 whose vectors Ai have the
nearest similarities sim(x,i) to the new case
(vector) Ax. Given the distance d(x,i) (of
the examined vector Ax and individual
vectors Ai ) and a maximum distance dmax



the mutual similarity between the couples
of vectors Ax and Ai can be calculated:

&)

sim (x,i) =1 = (1)

d‘i".*.-{'.'_rP:'

The question is, how many vectors Ai
“closest” i.e. “the most similar” to the
vector Ax to take into consideration. The
idea mentioned above led as at the
beginning to the simple approaches based
on interpolations among the two or three
vectors Ai “closest” to Ax. When on marks
all mutual absolute distances (converted to
the similarities) of the corresponding
vectors AB, AX and BX (in the first case)
or AB, AC, BC, AX, BX and CX (where
points A, B, or C correspond to the two or
the most close/similar vectors Ai and X to
the examined vector Ax) then the
interpolation/inference  task has been
transformed into 1- or 2-dimensional
solution space respectively. The results
were quite promising in some cases,
however the obvious strong “over-
determination” of the 1- or 2-dimensional
models corresponding to the most
close/similar vectors have caused not rare
unacceptable interpolation/inference
mistakes. However we early found further
positive potential of the third dimension
“above” the triangle ABC, which is
capable to involve even the third most
close/similar sample stored in the available
database. Resulting 3-dimensional
interpolation/inference model in a form of
the tetrahedron with apexes marked A, B,
C and D (representing the four most
close/similar sample vectors with known
values f(A), f(B), f(C) and f(D) of the
“dependent “function” variables”)
respectively and the point X (representing
the examined vector with the unknown
value f(Ax) of its “dependent ‘“function”
variable(s)”) is depicted in Fig. 5. The
developed procedure of the
interpolation/inference of the value f(Ax) is
based on the linear space interpolations of
the known values of functions at the apexes
of the tetrahedron A, B, C and D to the
point X within the depicted 3-dimensional
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space. The realisation of this strategy is
possible both in 3D graphical and
numerical forms. The numerical form can
be then realized in a geometric, vector,
and/or matrix forms. All these methods
have been used during development and
verification of the outlined algorithms. Of
course the graphical form is not suitable for
software implementation of algorithms
however in spite of it the graphical
representation is very user friendly form
for depiction of “what is it for” for each
solved case during the numerical inference.
It has been found that the optimal
combination of two last two numerical
approaches is the most “robust” regarding
the often peculiarities and singularities
caused by special space con-figurations of
the four mentioned points. These are for
example position of the point X out of the
tetrahedron A, B, C, D, configuration of all
these points in a plane or on a straight line,
etc. which is necessary to take into account
to avoid instability or even collapse of the
inference algorithms.

/N

g
Fig. 5 Simplified model of the inference
tetrahedron within 3-dimensional space

The method outlined above has been
converted to algorithms and implemented
as a trial software for computer use. Due to
easy debugging, user-friendliness and large
usage in practice the generally available
MS Excel has been chosen as the first. For
those methods comparison we selected
database of uneven samples. This time we
want to predict costs of fictive set of
products with chosen parameters by using
method based on statistic functions (SF)
and also by using SbR method (Tab. 5).



d D dh SF SbR
3 10 7 4.04 | 12.90
17 40 30 46.18 | 22.00
20 35 35 27.33 | 53.00
25 50 45 47.76 | 67.00
37 64 57 77.11 | 80.00

Tab.5 Comparison of two mentioned
method/approaches of product costs

5. CONCLUSION

It is advantageous that the developed
inference method is independent on a way
how the values related to the respective
stored samples have been acquired (i.e. if it
was achieved by estimation based on
knowledge and experience, by any type of
calculations, by any type of experimental
measurement, from inquiries, by stochastic
methods, etc.), and that it flexibly operates
with any number of the stored samples. It
has been proved that the developed
inference algorithms as well as their trial
software implementation can provide users
with sufficiently high and even the highest
accuracy (up to 100%) if the number of the
stored samples is high or if the examined
sample is identical to a stored sample or if
it is very close/similar to any of them. It
has been also proved that the algorithms
and their software implementation have
successfully got over all faced singularities
of the solved tasks. This method could be
as the useful tool for engineering design
and management. We verified and then
validated those methods on real examples
from engineering practise (sliding bearings,
pulley etc.). In the next step we would like
to endeavour to transfer algorithms into
suitable software environment.
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COST ANALYSIS IN SMALL WIND PROJECTS

M. Fera, R. lannone, R. Macchiaroli, S. Miranda

Abstract: In the last years an increasing
attention has been paid to distributed
energy production from small wind
turbines (i.e. < 200 kWp). The market,
especially in Italy, has grown up very
rapidly in the last years (basically not
existing since 3-4 years ago, now it counts
approximately 8 MWp). The main purpose
of the paper is therefore to provide a
reliable cost analysis reference to design,
plan and control a project, which also
includes a correct estimation of the
financial risk incurred by both EPC
contractors and investors. For the firsts, it
also represents a cash flow analysis tool
useful for financial planning, while for the
seconds it’s useful for financial control.

Key words: resource management; costs
management; small  wind  business.

1. INTRODUCTION

So far, the green energy production market
has been mainly focused on large projects
in the PV and wind sectors. These two
sectors have developed very fast and at the
moment they have reached a quite large
extent worldwide; this is confirmed also in
the Italian market where photovoltaic has a
cumulative installed power which, after an
extremely rapid growth, has reached 1.2
GWop in 2010, while for the wind farms the
level of 5 GWp was overcome [1]. On the
other hand the small wind sector grew up
very rapidly not only in Italy but all over
the world; as underlined by the European
Wind Energy Association (EWEA), the
small wind farms installed in 2009 in the
world reached a total power of 42.5 MWp,
20.3 MWp of which only in US [1]. It is
also important to note that the cumulative
power installed in US is 100 MWp and
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more than the 50% of this power comes
from the past three years of installation.

In wind energy production currently most
part of the Italian territory is covered by
big sized machines. Nowadays, the land
availability for big wind farms and also the
capacity of medium voltage (MV) and high
voltage (HV) electric grids have almost
been saturated. Actually, high voltages
grids often incur into saturation and/or
unavailability because they were originally
built for energy dispatching from a central
source to all end users, and were not
intended to support distributed and
intermittent energy  production  from
renewable sources and because their
development has not correctly followed the
extremely fast increase in the development
of wind farms. Small wind production
plants, instead, are connected to MV grids,
usually offering more availability because
of their thorough diffusion, or even to low
voltage (lv) grids.

Another advantage of small wind farms
when compared to large ones is related to
timing of planning application and
authorization; in case of large wind farms
the complete authorization process has
reached in Italy an average value of 3,5
years, while in the case of small wind
farms it takes around 6 months on average.
The main reason for this relates to the
different authorization processes. In case of
large wind farms Italian Law 387/2003
requires the involvement of several parties,
like civilian and military entities,
environmental protection agency, etc ....
who all need to give their authorization,
while in case of small installations that law
does not apply and permissions are granted
by municipal or province authorities. This



circumstance does not apply, to our
knowledge, to all European countries (in
UK, for instance, it is our knowledge that
planning processes are not as simplified as
just described).

The financial income structure is also quite
different in the cases of large and small
wind farms. In the first case, each kWh
produced is sold to the grid at a variable
market price and give right to a “green
certificate”, which can be sold on its
market. Latest decisions and/or wills of
Italian government, related to the
automatic buying of unsold certificates by
the government itself and to the future
introduction of an auction sale mechanism,
has introduced big uncertainties on the
market. In the second case, instead, a Feed-
In-Tariff mechanism applies and each kWh
produced is simply rewarded with a 0,30
€/kWh price, which represent nowadays
almost twice the market price for energy
produced by large wind farms.

Another evident difference is not only
related to the machine’s size (usually over
1 MWp in the case of large turbines and
below 200 kW in case of small ones), but
also on their typical unit prices (around
1,500 €/kWp in the first case, over 3,000
€/kWp in the second one). This has
obvious implications in terms of capital
needs and also poses some serious
questions in terms of risk allocation, since
the distribution of a general risk (related to
timing of construction, wind conditions,
grid connection issues, availability, etc. ...)
over an increased number of smaller
initiatives is clearly able to reduce the
corresponding financial risk.

For these reasons, in lItaly and in all
Europe, the energy production market from
small wind turbines is growing up very
rapidly in the last years. Such increase of
this energy sector gave the investors new
possibilities to develop the market and,
when coming from other sectors, to easily
differentiate their business, given the lower
capital needs to start the business and the
shorter time to start production [6]. Aim of
this work is to present an outline of the
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small wind production sector, which can be

hopefully useful for investors, project
managers and all stakeholders to
understand the cost of the different

activities usually related to a small wind
farm project, as outlined in another work of
the authors [7] which instead mainly
focuses on timing aspects.

2. LITERATURE REVIEW AND OPEN
ISSUES

In the first part of the study, we focused
our attention on best practices and analyses
reported in previous research works or on
industrial cases presented in the relevant
international scientific literature. Some
works were found about the importance of
small wind production farms when
production districts and/or units are located
in isolated areas. Nouni et al., 2007 [2]
described all technical and economic issues
related to the installation of 19 wind
turbines in India; these small scale turbines
were installed on sites where energy was
needed for local industrial plants.
Naturally, this kind of project is deeply
different from the ones we want to discuss
and analyze here, which mainly stem from
financial perspectives rather than industrial
needs.

Also other works about small wind farms
performance evaluation were found in the
literature. Abderrazzag, 2004 [4] analysed
the 6-years performance of a small wind
farm in Jordan. This work also points out
that this small wind farm is capable to
cover about 50% in mean of the load
demand by users around this area. This
evidence proves that also the small wind
farms have a financial as well as an
environmental justification.

Other works are focused on the social
issues related to the small wind energy
production. In particular Dimitropulos and
Kontoleon, 2009 [5] addressed a study
about the main factors for the stakeholders
in the evaluation of an initiative in small or
large wind farms. A wind farm in Aegean
area is considered and the problem of the
relationships of the initiative with the



territory and the local people is recognized.
In spite of what could be easy to think, this
problem does not concern geometrical or
lay-out issues, but the relationships of the
initiative with the territory and the local
people. This work confirms the success of
the small wind power generation, also due
to the fact that the investment initiatives
come directly from the people of the
territory. Naturally,  giving more
importance to social than to technical
issues does not mean that these latter ones
are not important, but that all the
environmental regulations have to be
respected firstly.

After this analysis of the existing literature,
when coming to project management
issues, we had to conclude that in the
analysed  scientific and  operational
literature there are very limited references
related to a particular and important sector
like the small wind energy production. The
development of this work has thus been
also justified and strengthened by this
literature lack. A first attempt on this side
was proposed in Fera et al., 2011 [7] where
the standard timeline for small wind
project was given. The main goal of this
paper, instead, is to define a point of
reference to work on project costs issues in
this specific field, being helpful in the
investment analysis, giving a reliable idea
of the costs related to small wind projects
and on the application of standard project
management tools and techniques to
monitor and control cost and financial
Issues.

3. THE PROJECT COSTS

The 29 construction projects analysed took
place from January to October 2010, while
the previous phases were performed from
February to December 2009. For all these
projects we had the opportunity to analyse
reports and to collect relevant cost data. A
list of the activities of the projects with
their mean execution times is summarized
in Table 1 and 2 [7].

We were able to collect all relevant cost
data related to those activities and we could
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compute their average values, as reported
in Table 3. This was important to assess
their typical values in standard projects as
the ones observed in our study. Further, the
collection of such relevant costs allowed to
compute and draw the standard cost curves
usually employed also in project
management cost control techniques, i.e.
the budget cost and the actual cost.

WP | ACTIVITY PEOPLE | SATUR
Nr. ATION

1 Windy Studies 1 100%

2 Geological 4 50%
studies

3 Civil 2 100%
Engineering

4 Electric 1 100%
Engineering

5 Purchasing and 1 100%
Logistic

6 Field Operations 4 100%

7 Commissioning 2 100%

8 Structural - -
authorization

9 General Permit - -

Table 1. Activities and involved people

WP TIMES [days] SEQUENCE

DEPENDENC
MEAN | ST.DEV. E

1 |6 0.84 No

2 |30 5.39 WP1

3 |5 1.41 WP2

4 |2 05 WP1

5 | 40 8 WP3:WP4

6 |38 407 WP5:WP8:WP9

7 |15 08 WP6

8 |77 59.5 WP3

9 |56 344 WP8

Table 2. Execution times and sequence

It is worth to note that there are some
activities which are recognized as strategic,
like sites search and investigations,
negotiation with the electric grid managers
and grid connection design, installation,
connection and commissioning of wind
turbines; these activities are all performed
by people internal to the Engineering,
Procurement & Construction (EPC) firm in



we SUB-ACTIVITIES DURATION | SCHEDULED | ACTUAL | i
1 WINDY STUDIES 6 €1,500.0 €510.0 [ End
1.01 Wind data set collection 1 €250.0 €85.0
1.02 Data validation 0.5 €125.0 €425
1.03 Simulation 45 €1,125.0 €382.5
2 GEOLOGICAL INVESTIGATION 30 €4,500.0 €4,760.0 | End
2.01 Site characterization 2 €187.5 €170.0
2.02 Soil empirical analysis 14 €3,000.0 €3,400.0
2.03 Data analysis 14 €1,312.5 €1,190.0
3 CIVIL ENGINEERING 5 €1,000.0 €770.0 (End
3.01 Foundation design 3 €600.0 €600.0
3.02 System design 2 €400.0 €170.0
4 ELECTRIC ENGINEERING 2 €4,000.0 €170.0 [ End
4,01 Definitive electric design 2 €4,000.0 €170.0
5 PURCHASING AND LOGISTIC 40 €3,650.0 €3,540.0 | End
5.01 Civil works parts purchasing 35 £€250.0 €170.0
5.02 Electric parts purchasing 40 €250.0 €220.0
5.03 Crane rental 7 €2,500.0 €2,500.0
5.04 Generator and load bank rental 15 €650.0 €650.0
6 FIELD OPERATIONS 38 €70,960.0 €60,941.3 | End
6.01 Site preparation 6.5 €18,000.0 €17,000.0
6.02 Excavation for foundation 1 €4,200.0 €3,570.0
6.03 Piles rebar 1 €7,800.0 €6,630.0
6.04 Piles pouring 0.8 €15,100.0 €12,193.3
6.05 Piles curing 8 €1,400.0 €850.0
6.06 Plinth rebar €5,660.0 €4,811.0
6.07 Plinth pouring 1 €7,600.0 €6,137.0
6.08 Plinth curing 15 €2,800.0 €1,700.0
6.09 Tower installation 1.5 €1,800.0 €637.5
6.10 Nacelle Installation 0.5 €600.0 €212.5
6.11 Electric connection 0.7 €6,000.0 €7,200.0
7 COMMISSIONING 1.5 €6,500.0 €6,500.0 | End
7.01 Commissioning 15 €6,500.0 £€6,500.0
8 STRUCTURAL PERMIT €350.0 €350.0 | Start
9 GENERAL PERMIT €1,200.0 €1,200.0 | Start

TOTAL €93,660.0 €78,741.0

Table 3: Mean scheduled and actual costs of the project

order to ensure a controlled and good
quality level of the work performed and
to keep the know-how in-house. There

are then some other activities, like the
foundation design and calculation (WP
3.1), for which this logic does not apply,
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Figure 1: Financial requirements during
the project time

Actual

and this is due to the fact that data needed
to design the foundation are common and
the replication is fairly easy, so not much
effort to preserve this know how needs to
be spent, given also that the designer has
subscribed a non-disclosure agreement.
The analysis conducted allowed to
compute budget variances at the end of
the project, reported in Table 4, and to
analyse the instants when financial
outcomes occurred, reported in Figure 1
and 2. These figures also report the
scheduled and actual cost curves, as
defined before.

The measured budget variance reduction
is about € 14,198.75, or in percentage
form, of -16%, which represents an
average over the 29 analysed projects. It
is worth to note that the schedule
variance is fairly low, thus implying that
schedule is well respected, so that it does
not represent a criticality. At the same
time they show that cost variance has a
significant value (a reduction of around
15%), mainly related to field operations
and thus implying that field costs
estimation can be improved.

Figure 1 reports costs (budgeted and
actual) timings. So, it is possible to
understand how cash flows occur over
time.

Figure 2 shows that most cash outflows
occur after approximately a 75% of
project completion time; this implies that
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Figure 2: Cumulative curves of scheduled
and actual costs

the financial risk are incurred at the end
of the initiatives.

Before concluding it is worth to comment
an important assumption we made about
the cost structure of the project, which
has been certainly noticed by a careful
reader: in the costs and activities list
reported in Table 3, we included all costs
for procurement management,
engineering, field operations and
commissioning but we deliberately
omitted to mention the wind turbine
purchasing cost. Actually, this cost
represents more than 65% of the total
project cost. Standard payment terms
include a 10% of total cost due when the
procurement contract is signed, an
additional 75% at the arrival of the
turbine at the destination port (generally
this happens after the 150th day of the
project), and the last balance payment
(i.e. 15%) after the commissioning. The
main reason why the wind turbine
purchasing cost was not included in Table
3 is because its entity and payments terms
are strongly related on the bargaining
power of the two commercial counterpart,
not related to any project management
issue and so of no general use.
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5. CONCLUSION

Standing the comparatively small amount
of literature found on cost and resource
management in small wind projects
execution, this paper focused on the
analysis of the main cost and cash flow
issues related to these projects’
completion.

The paper intended, indeed, to give a
contribution about cost and cash flow
analysis for the installations companies,
studying cost variances and cash outflows
occurrence timing on set of data from 29
projects. Moreover, it also intended to
represent a first approach in project and
resource management in this application
area which seems actually so promising
and still quite neglected in the project
management literature.

The outcomes of our study can be
summarized as follows:

. since most cash outflows occur
after 75% completion of the project, this
helps in minimization of financial risks;

. the financial terms of the wind
turbine purchasing contract usually do
not allow any optimization activity from
the part of the EPC contractor;

. a residual financial risk can be
identified in terms of the impact of
possible delays in the project when the
cash outflows related to the turbine
purchase are fixed;

. the budget variance is quite good,
ie. 15%, revealing a possible
improvement in terms of cost planning.
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Abstract: Researchers in the area of the
knowledge management are oriented on
different aspects and represents different
approaches. The article introduces
knowledge management maturity research
results from the industrial enterprises in
Slovak Republic. Objectives of the research
were to identify key  knowledge
management  dimensions that could
influence maturity of the knowledge
processes. The research methodology was
based on the modified Capability Maturity
Model.

Key words: Knowledge Management,
Maturity Models, Knowledge culture, ICT

1. INTRODUCTION

In the 2Ist century, successful
organizations are competitive, fast-paced,
first-to-market, and global in nature.
Creating strategic advantage requires a new
type of organization that has the capability
to create knowledge to maximize
organizational competitiveness and
strategic success [1].

Knowledge management covers a broad
spectrum of activities and operates at many
levels, from the individual to the
enterprise, between enterprises (as in
virtual organizations). Much of the focus of
a knowledge management programmes is
at enterprise level, i.e. knowledge
management across an organization.
However, many of the approaches and
techniques of organizational knowledge
management are equally applicable at
several levels. The table below shows a
hierarchy of levels and gives examples of
factors addressed at each level [2].
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Level Typical Examples of
Programme Focus
Accounting
standards
International |Various (intangible
assets),
WIPO
Stimulating
innovation,
setting public
Governments I;I;%‘Z:Edge sector KM
y standards,
innovation
scorecards
Pooling
Intra- Collaborative knowledge,
. : new product
Organizationa |alliances
development,
market access
Organization- Silaa(:r:itéi best
Enterprise wide KM p ’
rogramme Intranet
P portal, CoPs
Business
improvement,
Team or KM Project |specialist
Department  |(localized)  |knowledge
base, virtual
working
Skills
PKM development,
.. (Personal time
Individual Knowledge |management,
Management) |IM, PC and

networks use

Table 1. Knowledge management levels

Source: [2]




2. KNOWLEDGE MANAGEMENT
MATURITY

To recognize the potential gains from
systematically and professionally
developed knowledge management at all
levels, requires application of evaluation
methods. One of those methods is the
application of maturity models.

Maturity models have the

properties [4]:

e The development of a single entity is
simplified and described with a limited
number of maturity levels (4 to 6).

e Levels are characterized by certain
requirements which the entity has to
achieve on that level.

e Levels are sequentially ordered, from
an initial level to an ending level of
perfection.

e During development, the entity
progresses forward from one level to
the next. No levels can be skipped.

Most of the knowledge management

maturity models (Siemens’ KMMM,

Paulzen and Perc’s Knowledge Process

Quality Model (KPQM), Infosys’ KMMM,

Kulkarni and  Freeze’s Knowledge

Management Capability Assessment Model

(KMCA)) are based on the Capability

Maturity Model Integration (CMMI) that

supports both - a staged representation and

a continuous representation. Maturity level

1 (Initial) is characterized by ad hoc and

chaotic processes. Maturity level 2

(Managed) is characterized by processes

that are planned and executed as per the

policy. Maturity level 3 (Defined) is
characterized by standardized processes
that are used to establish consistency

across the organization. Maturity level 4:

(Quantitatively Managed) is characterized

by managing the process performance

through quantitative objectives. Maturity
level 5 (Optimizing) is characterized by

following

continual  improvement of  process
performance  through continual and
innovative process and technological

improvements [5].
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The difference between KMM models is
not only in the definition of the maturity
levels, but also in the selection of the key
process areas (KPA) that are taken into the
consideration. Majority of KMM models
uses as a KPA: Culture, Technology,
People, Infrastructure, Processes and
Content.

3. KNOWLEDGE MANAGEMENT
MATURITY RESEARCH RESULTS
The main goal of the research was to
analyse the level of the knowledge
management implementation in industrial
enterprises and to identify KPAs for the
knowledge maturity model application.
The research was realized in Slovak
industrial enterprises in the form of the
questionnaire. The questionnaire was
distributed into the 350 industrial
enterprises, where 86 questionnaires have
included for the final analysis. In the
analysis we have used descriptive and
relational questions. Most of the questions
where multiple choice, close — ended
questions with the list of predetermined
choices and the possibility to add a not
listed category. For the identification of the
level of the confidence with different
statements we have also used nominal
scaled questions. This type of the questions
was applied for example for the evaluation
of the organizational culture. The analysis
areas where: knowledge management
strategy, knowledge management tools,
type of the organizational culture, key
enterprise knowledge areas, impulses for
the knowledge management
implementation, areas where the asset of
knowledge  management has  been
recognized, accessibility of enterprise
information and others.

In one of the questions we have analysed
the attitude of the enterprises to the
knowledge management (Fig. 1.). About
19% of enterprises does not apply
knowledge management, nearly 23% of
enterprises consider knowledge
management as an indual activity, same
percentage of enterprises have knowledge



management projects, 24,5% of enterprises
have knowledge strategy and about 10,84%
of enterprises stated that their business
activities are based on the knowledge
management.

Although more than 50% of enterprises
have knowledge management activities
(for example existence of knowledge
strategy, knowledge policy, knowledge
culture or knowledge management tools
like knowledge maps, databases for best
practices or lessons learned), only about
38% of enterprises stated that they have
recognized positive influence of the
knowledge management on the business
performance (Fig. 2.).

H Doces not have KM u Individual KM

& KM projects o KM strategy

& KM business actlivities

Fig. 1. Knowledge management in Slovak
industrial enterprises

Differences have been also in the level of
the knowledge accessibility where about
57% of respondents stated that in their
companies they have good and very good
access to the enterprise knowledge (Fig. 3.)
and nearly 15% have poor or very poor
access to the enterprise knowledge.

3.23%

W Very week influence wWeek influence
& Fair inluence ® Strong inluence

 Very strong influence

Fig. 2. Knowledge management influence
on business performance
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WVery poor WPoor WFair WGood WVery good

Fig. 3. Access to the enterprise knowledge

In many researches from the knowledge
management area was identified clear
relationship between the organizational
culture and knowledge management [5, 6].
In our research we have analysed
information culture orientation (Fig. 4.).
About 30% of enterprises have culture
oriented on information sharing and
information-functional culture.

u Mscovering Culture w Inquiring Culture

E Sharing Culture H Functienal Culiure

Fig. 4 Information culture orientation

Crucial for the knowledge management
implementation is the support of the top
management. This support is materialized
not only in the knowledge management
strategy, but also in the financial support
for different knowledge management
initiatives and projects. In the Slovak
enterprises the level of the knowledge
management support from the top
management side is deficient: in about
43% enterprises top management does not
support knowledge management strategy
and in only 4,3% it is the CKO who is
responsible for the knowledge management
strategy implementation (Fig. 5.).



& Without the top management support W IT specialits
w10 u KO
E Active top management support

Fig. 5. Participation at the knowledge
management strategy implementation

4. CONCLUSION

Results of the KMM in Slovak industrial
enterprises have shown disproportions in
knowledge management implementation.
On one side there are enterprises that have
clear knowledge management strategy and
also support of the top management, on the
other side there are still enterprises where
knowledge = management  was  not
recognised as a competitive advantage.
Approximately same percentage of the
companies that have stated that knowledge
management has positive influence on the
business performance have knowledge
sharing culture orientation.

As a result of the researches on the
knowledge management and multicultural
management in industrial enterprises [7] at
the Institute of Industrial Engineering,
Management and Quality we came to the
conclusion that it is necessary to analyse
KMM in broader context in the areas of the
innovations and knowledge management
interfaces.
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MULTI-POLE MODELING AND INTELLIGENT SIMULATION
OF TECHNICAL CHAIN SYSTEMS (PART 1)

Gunnar Grossschmidt and Mait Harf

Abstract: Composing of multi-pole models
and simulation of dynamic responses of a
technical chain system is considered in the
paper.

Part 1 of the paper discusses difficulties
arising in using existing simulation tools. A
methodology is proposed that seems to be
free of most of these disadvantages.
Modeling of electro-hydraulic servovalve is
considered as an example of chain system.
An intelligent simulation environment
CoCoVilLa supporting declarative
programming in a high-level language and
automatic program synthesis is used as a
tool for modeling and simulation.

In Part 2 multi-pole mathematical models
of functional elements are described.

Computing transient responses of the
servovalve are considered.
Key words: multi-pole model, electro-

hydraulic servovalve, intelligent program-
ming environment, simulation.

1. INTRODUCTION

Most of technical systems are chain
systems. Chain systems are e.g. various
machines with drives (electromechanical,
hydraulic, pneumatic) and automatic
control  systems, vibroisolation and
amortization systems etc.

The most wide spread general purpose
simulation tool Matlab/Simulink [1] posses-
ses variety of built-in simulation engines.
The simulation process is flow-based i.e.,
all the connecting arcs are directed and all
the ports are either inputs or outputs.

Bond graphs are used in simulation of chain
systems as well. The key of bond graph
modeling is the representation (by a bond)
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of power as the product of efforts and flows
with elements acting between these
variables and junction structures to put the
system together [2]. Bond graphs are
oriented to bond graph elements. It makes
the models complex and not easy
understandable. Bond graph elements are
expressed as two-pole elements, feedbacks
cannot not be described and taken into
account correctly.

Modeling and simulation tools in existence
such as SimHydraulics™, ITI SimulationX,
DSHplus, Dymola, HOPSAN, VisSim,
AmeSim, 20-Sim, DYNAST, MSI™,
HYVOS 7.0 etc. [3, 4] are object-oriented
(systems are described as functional or
component schemes) using equations with
fixed causality or equations in non-causal
form for each object.

Using only two-pole models for mechanical
and hydraulic systems is not correct, as
components of such systems exert feedback
actions. The obtained large equation
systems usually need checking and
correcting to guarantee solvability. It is
very complicated to debug and solve large
differential equation systems with hundred
of variables. The special integration
procedures must be used in case of stiff
differential equations. Mostly the observed
systems are subjects to simplification.
Usually models simplified to 3th...5th
order are used in simulations. Often the
models are linear. When using such models
dynamics of all components can’t be taken
into account adequately.

In the current paper an approach is
proposed, which is based on using multi-
pole models with different oriented



causalities and oriented graphs of functional
elements [3].

A special technique is used that allows
avoid solving large equation systems during
simulations. Therefore, multi-pole models
of large systems do not need considerable
simplification.

An intelligent simulation environment
CoCoVilLa [5] supporting visual program-
ming and automatic program synthesis is
used as a tool for modeling and simulation.
Designer do not need to deal with
programming, he can use the models with
prepared calculating codes. It is convenient
to describe simulation tasks visually, using
prepared images of multi-pole models with
their input and output poles.

2. MULTI-POLE MODELS

In general a multi-pole model [3] represents
mathematical relation between several input
and output values (poles).
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Fig. 1. Two- and four-pole models of
technical system functional elements

The two-pole models (Fig.1) express the
relations between flow variables B; and B»
(form b), potential variables A; and A;
(form a), potential variable A; and flow
variable B; (forms g and h). Dependences
between variables in two-pole models of
elementary functional elements (inertia,
damping, resistance, elasticity) are
expressed by one equation.

The four-pole models show the relations
between pairs of potential and flow
variables (A1, B; and A, B). One of the
variables in pair must be as input. Models
of this form express the physical content of
processes with feedback. Four forms of
such four-pole models, or otherwise, four
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forms of mathematical causalities exist.
They are denoted by letters G, H, Y and Z.
Dependences between variables in four-
pole models of elementary functional
elements are expressed by two equations.
Further in the paper only multi-pole models
are considered that express relation between
at least two input and two output poles.
Using such models enables to express both
direct actions and feedbacks as it occurs in
hydraulic and mechanical systems.

Each component of the system is
represented as a multi-pole model having its
own structure including inner variables,
outer variables (poles) and relations
between variables.

The oriented mathematical dependences
between inner variables of components are
convenient to express as oriented graphs.
Using multi-pole models allows describe
models of required complexity for each
component. For example, a component
model can enclose nonlinear dependences,
inner iterations, logic functions and own
integration procedures. Multi-pole models
of system components can be connected
together using only poles. Using multi-pole
models enables methodical, graphical
representation of mathematical models of
large and complicated systems. In this way
we can be convinced of the -correct
composition of models and we don’t need
to check the solvability. It is possible
directly simulate the statics or steady state
conditions without wusing differential
equation systems.

Implementing the multi-pole models for
each component gives us possibility to use
distributed calculations. The integration is
performed in each model separately.
Solving smaller equation systems is
required instead of solving large equation
systems. The multi-pole model of the whole
system doesn’t need substantial
simplification. So we can perform
simulations, taking the performance of all
components into account adequately. In
case of loop dependences between poles of
component models the iteration method is
used.



2. ELECTRO-HYDRAULIC
SERVOVALVE

Electro-hydraulic servovalve has control
function in electro-hydraulic servo-systems.
The history of significant references in the
area of electro-hydraulic servo-systems is
given by Maskrey and Thayer [6] and
Gordi¢ et al. [7]. In servo-analysis and
system synthesis it is often convenient to
represent an electro-hydraulic servovalve
by a simplified, equivalent transfer function
[6-11]. Difficulty in assigning simplified,
linear transfer functions to represent
servovalve response is that these valves are
highly complex devices that exhibit high-
order, nonlinear  responses.  These
approximations to servovalve response have
resulted in such expressions as “the
equivalent time constant of the servovalve
is — seconds” or “the apparent natural
frequency of the servovalve is — radians
/second” [6]. The simplified block diagram
is a third order system consisting of the
armature/flapper mass, damping and
stiffness, together with the flow-integration
effect of the spool [6].

Servovalve dynamic response is described
in terms of the logarithmical amplitude ratio
and phase angle lag of the output in
response to a sinusoidal input of varying
frequency.

Functional scheme of the electro-hydraulic
servovalve is shown in Fig. 2.
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Fig. 2. Functional scheme of an electro-

hydraulic servovalve
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Electro-hydraulic servovalve consists of the
following  functional  elements and
subsystems: torque motor TM with flapper,
flexure tube FT, nozzle-and-flapper valve
NF with nozzles N1 and N2, hydraulic
resistors R1..R8, interface eclements (tee
couplings) IEL...IE4, sliding spool SP and
elastic feedback EFB (as elastic conic rod)
from spool to flapper. Structurally working
slots of sliding spool belong to the
servovalve. Functionally it is appropriate to
consider working slots as separate
subsystem when modeling and simulating a
servo-system.

Input variables: input voltage U for the
torque motor and the pressures p1 and p10.
Output variables: current to the TM 1,
position of the flapper h, position of the
sliding spool z and volumetric flow rates
gV1 and qV8.

Inner  variables:  pressures  p2...p9,
volumetric flow rates through nozzles qvVnl
and qVn2,  volumetric flow rates
through resistors qV2...qV7.

Scheme of mechanical parts of an electro-
hydraulic servovalve is shown in Fig. 3.
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Fig. 3. Scheme of mechanical parts of an
electro-hydraulic servovalve

The anchor of the torque motor is fixed on
the flexure tube. The anchor turn angle thl
transmits to the stiff rod, which gives
flapper the moving hl between the nozzles.
Difference of pressures at the ends of
sliding spool causes the spool shift z.
Elastic feedback rod bends, the flapper
moves in opposite direction on size h2 and



the anchor turns in opposite direction on the
angle th2.

Flapper takes position h = hl — h2 and the
anchor takes angle th = thl — th2. Anchor
gets horizontal move X = X1 — X2. The force
acting to the sliding spool is Fz and the
hydrodynamic force of fluid jets of nozzles
is Fhd. The geometrical distances 11, 12, I3,
Itu are also shown.

3. MULTI-POLE MODEL OF AN
ELECTRO-HYDRAULIC
SERVOVALVE

The multi-pole model is decomposed into
three components — torque motor with
flapper TM, nozzle-and-flapper valve NF
and spool in sleeve with elastic feedback to
flapper SP. The model is presented in Fig.4

u th1 th1 th2 th2 z

o— —o
I Thd Thd d| d
o - - P, + P
Fhd Fhd

™ . NF | .[ 'SP
o—

qVv1l qv8 th1
1 1 10 1
x p p x
Fz Fz

F13 F24

o0— —o0

Fig. 4. Multi-pole model of an electro-
hydraulic servovalve

The inputs of the multi-pole model of an
electro-hydraulic servovalve are voltage U,
pressures pl, p10 and hydrodynamic forces
of fluid jets F13, F24 against sliding spool.
The outputs are current |, displacement of
the flapper h, displacement of the sliding
spool z and volumetric flow rates qV1, qV8.
Torque evoking through hydrodynamic
force of the fluid jets Thd, difference of
pressures on the ends of sliding spool dp
and velocity Vv of the sliding spool are used
as well.

Representation of the model bases on the
following assumptions: an ideal current

source (infinite impedance) 1is used;
deformations of the rod from anchor to
flapper are negligible.

Multi-pole models of components TM, NF,
and SP are described more detail in Part 2
of the paper.
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4. SIMULATION ENVIRONMENT

CoCoVilLa is a flexible Java-based
simulation environment that includes both
continuous-time  and  discrete  event
simulation engines and is intended for
applications in a variety of domains [5].
The environment supports visual and
model-based software development and
uses structural synthesis of programs [12]
for translating declarative specifications of
simulation problems into executable code.
The environment is developed as an open-
source software, its extensions can be
written in Java and included into simulation
packages. CoCoVila is implemented in the
Institute of Cybernetics at the Tallinn
University of Technology. The CoCoVilLa
environment is free and platform-
independent.

CoCoVilLa (Fig. 5) supports a language
designer in the definition of wvisual
languages, including the specification of
graphical objects, syntax and semantics of
the language. CoCoVilLa provides the user
with a visual programming environment,
which is automatically generated from the
visual language definition.
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Fig. 5. Technology of visual programming
in CoCoVilLa

When a visual scheme is composed by the
user, the following steps — parsing, planning
and code generation — are fully automatic.
The compiled program then provides a
solution for the problem specified in the
scheme, and the results it provides can be



feedback into the scheme, thus providing
interactive properties.

Structural synthesis of programs is a
technique for the automatic construction of
programs from the knowledge available in
specifications [12]. The method is based on
proof search in intuitionistic propositional
logic.

The synthesizer (planner) determines
computational paths from initial variables
to required goal variables (i.e., tries to solve
a given computational problem "find values
of V from given values of U", where U and
V are sets of input and output variables).
The planner’s task is not only to construct a
linear dataflow, but also to solve subtasks
(higher-order dataflow) [13].

From a user’s point of view the CoCoVilLa
framework consists of two components:
Class Editor and Scheme Editor. The Class
Editor is used for defining models of
components of schemes as well as their
visual and interactive aspects. The Scheme
Editor is a tool for the language user. It is
intended for developing schemes and for
compiling (synthesizing) programs from the
schemes according to the specified
semantics of a particular domain. It
provides an interface for  visual
programming, which enables one to
compose a scheme from shapes of classes.
The environment generated for a particular
visual language allows the user to draw,
edit and compile visual sentences (schemes)
through language-specific menus and
toolbars. The Scheme Editor is fully syntax
directed in the sense that the correctness of
the scheme is forced during -editing.
Drawing syntactically incorrect schemes is
impossible.

When the visual classes have been built by
software developers who must understand
the problem domain as well, the language
user need not be a software expert, but can
work on the level of visual programming,
arranging and connecting objects to create a
scheme. Manipulating the scheme — a visual
representation of a problem, is the central
part of the user’s activities.
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5. COMPUTING PROCESS
ORGANIZATION

Using visual specifications of described
multi-pole models of technical chain system
components one can graphically compose
models of various chain systems for
simulating statics, steady state conditions
and dynamic responses.

When simulating statics or steady state
conditions chain system behavior is
simulated depending on different values of
input variables. Initial and final values of
input variables as well as number of
calculation points are to be specified.

When simulating dynamic  behavior,
transient responses of the chain system
caused by applied disturbances are
calculated. Disturbances are considered as
changes of input variables of the system
(displacements,  velocities,  pressures,
volumetric flows, load forces, load
moments, control signals, etc.). Time step
length and number of steps are to be
specified. For integrations in dynamic
calculations the fourth-order classical
Runge-Kutta method is used in component
models.

Computing processes are organized by
corresponding process classes. To follow
the system behavior in time, the concept of
state is invoked. State variables are
introduced for each component to
characterize the element behavior at the
current simulation step.

The simulation process starts from the
initial state and includes calculation of
following state (nextstate) from previous
states (usually from oldstate and state).
Final state (finalstate) is computed as a
result of simulation.

A special method is used for calculating
variables in loop dependences that cannot
be calculated in straightforward way.

Such variables are split, initial approximate
values are assigned and the variables are
iteratively =~ recomputed. = Recomputing
algorithms are constructed by the
CoCoViLa program synthesizer as subtask
solving algorithms. Feasibility of splitting



the variable, approximate initial value and
request to find recomputing algorithm must
be described in the multi-pole model of the
technical chain system component.

SUMMARY

Difficulties arising in using existing
modeling and simulation tools have been
discussed.

Principles of multi-pole modeling have
been described for technical chain systems.
Modeling of electro-hydraulic servovalve is
considered as an example of chain system.
An intelligent simulation environment
CoCoVilLa supporting declarative
programming in a high-level language and
automatic program synthesis is used as a
tool for modeling and simulation.

A special technique has been proposed that
allows avoid solving large equation systems
during simulations. Therefore, multi-pole
models of large systems do not need
considerable simplification.

In Part 2 multi-pole mathematical models of
functional  elements are  described.
Computing transient responses of the
servovalve are considered.
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MULTI-POLE MODELING AND INTELLIGENT SIMULATION
OF TECHNICAL CHAIN SYSTEMS (PART 2)

Gunnar Grossschmidt and Mait Harf

Abstract: Composing of multi-pole
models and simulation of dynamic
responses of a technical chain system is
considered in the paper.

In Part 1 of the paper difficulties arising in
using existing simulation tools have been
discussed. A methodology has been
proposed that seems to be free of most of
these disadvantages. Modeling of electro-
hydraulic servovalve has been considered
as an example of chain system. An
intelligent simulation environment
CoCoVilLa supporting declarative
programming in a high-level language and
automatic program synthesis is used as a
tool for modeling and simulation.

In Part 2 multi-pole mathematical models
of functional elements are described.
Computing transient responses of the
servovalve are considered.

Key words: multi-pole model design,
electro-hydraulic servovalve, intelligent
programming environment, simulation.

1. INTRODUCTION

Electro-hydraulic servovalve has control
function in electro-hydraulic servo-systems
that are used in various applications,
including military and commercial aircraft
flight controls, satellite  positioning
controls, controls for steering tactical and
strategic missiles. They are also used in
industrial applications, including injection
molding machines for the plastics markets,
metal forming, robots and manipulators,
synchronized drives, power generating
turbines, simulators used to train pilots etc.
Computer modeling and simulation is the
first step in the design of such systems.
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The electro-hydraulic servo-system is
controlled by an electro-hydraulic
servovalve [1-7]. Sensors are used for
feedback, regulator is used for creating and
modifying the control signal.

2. MULTI-POLE MATHEMATICAL
MODEL OF AN ELECTRO-HYDRAU-
LIC SERVOVALVE

The multi-pole model of an electro-
hydraulic servovalve is decomposed into
three components — torque motor with
flapper TM, nozzle-and-flapper valve NF
and spool in sleeve with elastic feedback to
flapper SP (Fig.1).
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Fhd Fhd
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oh]
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Fig. 1. Multi-pole model of an electro-

hydraulic servovalve

2.1 Multi-Pole Mathematical Model of
a Torque Motor TM

The input variables of the torque motor
TM (see Fig. 1) are the input voltage U,
hydrodynamic force moment of the fluid
jets to the flapper Thd and force Fz,
acting to the sliding spool. The output
variables of the torque motor are anchor
rotating angle thl from central position,



linear displacement of anchor X1 and
current |.

Mathematical dependences of torque motor
TM for statics:

I1=U/R;

Jtu = Pi* (dtu)*/64*(1 - (ds/dtu)*);

ctu = 2*E*Jtu/ltu;

th1=1/(2*ctu-ctm)* (ktm*I-Fz*Itu-Thd)/2;

x1 = 1/(3*E*Jtu)*ltu”*
(ktm*I-Fz*1tu-Thd)).

Additional equation for dynamics:
Uin = U — koe*om.

Differences for computing of Runge-Kutta
coefficients:

dl = (Uin - R*I)/L*delta;

dom = ((ktm*I-1tu*Fz-Thd)/2 - bvr*om —
(ctu - ctm)*th1)/(Itm + Imfl)*delta;

dthl = om*delta.

2.2 Multi-pole mathematical model of a
nozzle and flapper valve NF

The input variables of a nozzle-and-
flapper valve NF (see Fig.1) are torque
motor anchor rotating angle thl, anchor
feedback rotating angle th2, velocity of
the sliding spool v, feeding pressure pl
and output pressure pl0. The output
variables are the pressure difference of the
sliding spool dp, hydrodynamic force
moment of the fluid jets to the flapper
Thd, displacement of the flapper h,

gV

volumetric flow rate in inlet qV1 and in
outlet qV8.

Detailed multi-pole block scheme of a
nozzle-and-flapper valve NF is shown in
Fig. 2.

Mathematical dependences of nozzle-and-
flapper valve NF are as follows.

Equations for calculation of the areas:

A = Pi*dsp*/4;
for nozzles Anoz = Pi*dnozz/4;

for resistors R1...R8
Arl...Ar8 = Pi*(drl...dr8)*/4.

The pressure drops in resistors R1...R8 of
the nozzle-and-flapper valve are repre-
sented in dependence on volumetric flow
rates and their values in square. Laminar
and turbulent flows through resistors are
taken into account.

Square resistance values

for spool

for resistors

R1...R8:

R1..R8 =
(thol...tho8)/2/(mul*(Arl...Ar8))%
Linear resistance values for resistors
RL1...RLS:
RL1..RL8 =

AL*(Irl...1r8)*(nuel...nued)*
(thol...rtho8)*Pi/(Arl...Ar8)%/8.

The physical properties of fluid (density
rho and viscosity nue) are determined at
constant temperature in dependence on
resistor input pressure at each calculation
step.

| <
|E|

IE1 R4

R1 dp

e s -

qva

qVni ﬂ qVini qvni,
p3 R6 |PT_| pa pd
Lavs) iz [ N1

RS fos | th 1, | [Fhat e | 1E4 |qv jave
IE3 L Ehd o | RB |

L Ehda] [Thd

qv3 qVnZ gvnz N2 [qVn2 qvna

o) P4 | R7 B8 _| [ )

Fig. 2. Multi-pole block scheme of a nozzle-and-flapper valve NF, where N1, N2 -
nozzles, R1...R8 - hydraulic resistors, IE1...IE4 - interface elements (tee couplings), dp -
difference of pressures on the ends of sliding spool, Fhd - sum of hydrodynamic forces of
the fluid jets to the flapper, th — difference of inlet and feedback angular displacements of

the TM anchor

Mathematical dependences of displacement
of the flapper h, hydraulic conductivities

Gnl, Gn2 and linear resistances RLnl,
RLn2 of nozzle-and-flapper valve:
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h  =(1 -Itu)*(thl — th2);

Gnl = (munoz*Pi*dnoz*(hsymm — h))* *
2/rho9;

RLnl = AL*Irn*nue9*rho9*Pi/
(Pi*dnoz*(hsymm — h))*)/8;

Gn2 = (munoz*Pi*dnoz*
(hsymm + h))**2/rho10;

RLn2 = AL*Irn*nuel0*rho10*Pi/
(Pi*dnoz*(hsymm + h))*)/8.

For calculating volumetric flow rates and
pressures in the servovalve it is necessary to
determinate the approximate initial values
of volumetric flow rates through nozzles.
This can be done using non-linear oriented
graph of the nozzle-and-flapper. To perform
calculations more efficiently it is
appropriate to transform the oriented graph
into linear signal flow graph operating with

volumetric flow rate square values
(variables identified by prefix “w”).
Iterations are used for calculating

approximate initial values of volumetric
flow rates through nozzles.
The output values are expressed as:

h  =(11 - Itu)*(thl — th2);

dp =p5-p6;

Fhd = ((p7 — p8)*Anoz +

(wqVnl — wqVn2)*rho/Anoz);

Thd = Itu * Fhd;

qV1 = (wqV1)?;

qV8 = (wqV8)™.
2.3 Multi-pole mathematical model of a
spool in sleeve with elastic feedback SP

The input values of a multi-pole model SP
(see Fig. 1) are dp, Fhd, thl, x1, F13 and
F24. The output values are th2, v and z.
Mathematical dependences of statics of
sliding spool with elastic feedback:

A =Pi*(dz)*/4;
Fz = A*dp;

Tz =l1tu*Fz;
Thd = Itu*Fhd.

It is necessary to solve the integral to
determine bending moment of inertia of the
conic feedback spring:
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1 -l
T L'EI:IZ -2sx+tga) sdx,
where 1 =12-13;
tgo = (dy — dy)/(2%1).
The integral can be expressed as:

1=1/(5%(ds — d)*(ds’ — di)),

where (d,’ —d;°) = (d, — d))*

(d1*+ d1P*d2 + d1%#d2? + d1*d2° + d2%).
The bending moment of inertia of the conic
feedback spring:

Jf = Pix(d1*+ d1’*d2 + d1%*#d2? +

d1*d2° + d2%)/(5*64).
The bending moment of inertia of the
flexure tube:

Jtu = Pi*(dtu)*/64*(1 — (ds/dtu)").
The values of x2, x and th2 are:
x2 = 1/(3*E*Jtu)*(1tu)®)*(Tz + Thd);
X =x1-x2;
th2 = Itu/(2*E*Jtu)*(Tz + Thd)).
The sliding spool displacement:
zc = 1/(3*E*Jf)*(12-13)**Fz —
(11+12)*(th1-th2) + x.
The bending rigidity of feedback spring:
cz = 3*E*JD)/(12-13)°.
Differences for computing Runge-Kutta
coefficients:
dv = (Fz — Ffr — hsp*v — cz*(z +
1*(th1-th2¢) — x)/msp*delta;
dz = v*delta.

I

3. SIMULATING OF DYNAMICS

The simulation task description of an
electro-hydraulic servovalve dynamics in
CoCoVila environment [8] is shown in Fig.
3.

Multi-pole models of functional elements:
TM — torque motor, NFD — nozzle-and-
flapper valve, SP — sliding spool in sleeve
with elastic feedback from spool to flapper.
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Fig. 3. Simulation task description of an
electro-hydraulic servovalve dynamics

Inputs:  dynamic  Source input
disturbances (voltage U, feeding pressure
pl), dyn stat Source (Pl mean value,
initial volumetric flow through nozzle
igVnl); constant Source — constant values
(outlet pressure pl0, hydrodynamic forces
of fluid jets F13 and F24 acting to sliding
spool).

Outputs: current |, displacement h of the
flapper, displacement z of the sliding spool.

Iterated variables: TM.thl, TM.x1, SP.th2,
SP.v.

Simulated graphs: input voltage U,
displacement h of the flapper, displacement
z of the sliding spool.

Simulation manager: dynamic Process 3D.

Parameters for TM: ctm = 10, ds = 0.003,
dtu=0.0038, E =2.1E11, Imax = 5¢-2, ktm
=3,11=0.0105, 12 = 0.020, Itu = 0.0075,

R =200, bvr = 0.1, Imfl = 3E-7, Itm =2E-7,
koe =2.3, L =0.05.

Parameters for NF: AL = 75, dnoz = 4E-4,
dsp = 8E-3, drl = 2E-3, dr2 = 0.22E-3, dr3
= 0.22E-3, dr4 = 1E-3, dr5 = 1E-3, dr6 =
0.8E-3, dr7 = 0.8E-3, dr8 = 1.6E-3, hsymm
=4E-5,11 = 0.0105, Ir1 = 5E-4, Ir2 = 2E-4,
Ir3 = 2E-4, Ir4 =1E-3, Ir5 =1E-3, 1r6 = 5E-
4, Ir7 = SE-4, Ir8 =1E-3, Irn = 5E-4, Itu =
0.0075, mul = 0.7, mu2 =0.63, munoz
0.65.

Parameters for SP: dl1 = 0.0005, d2
0.00119, ds = 0.003, dtu = 0.0038, dz
0.008, E = 2.1E11, Ffr = 0.4, 11 = 0.0105,
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12 = 0.020, 13= 0.004, Itu = 0.0075, zmax =
6.8E-4, hsp = 15, msp =1E-2.

In the examples dynamic behavior of the
servovalve is simulated depending on step
and jump disturbances of input voltage.

A special simulation engine has been used
for performing simulations and calculating
dependences on two different arguments

(time and disturbance step in current
example). In the examples several
dependences can be calculated and

presented simultaneously.

Simulation results are shown in Fig. 4...7.
In Fig. 4 the results of the simulation are
shown when two different input step
disturbances (voltage U = 2 and 8 V) during
tstep = 0.01 s (graphs 1) are applied and pl
=2.1E7 Pa, p1 = 1.5E6 Pa, F13,F24 =0 N.
Displacements h of the flapper (graphs 2) in
interval of 0...tstep follow the input distur-
bances. In the interval from tstep to (0.02,
0.04 s) the flapper takes a new position (8E-
8, 28E-8 m) due to feedback. Displace-
ments z of the sliding spool (graphs 3)
increase from O to (1.5E-4, 5.8E-4 m)
during (0.022, 0.039 s). The results are in
accordance with catalog characteristics [9].

3 (u=2v)

2 (U=2V)

T T

Fig. 4. Simulated graphs of the electro-
hydraulic servovalve for step responses

(input voltage step U =2 and 8 V)

3

ma,

In Fig. 5 the results of the simulation are
shown when the input step disturbance
(voltage U = 8 V) during tstep = 0.01 s
(graphs 1) is applied and pl10 = 1.5E6 Pa,
F13, F24 = 0 N. The graphs are calculated
for two different values of feeding pressure
pl=7E6 and 21EG6 Pa.

Displacements h of the flapper (graphs 2) in
interval of O...tstep follow the input
disturbances. In the interval from tstep to
(0.045, 0.040 s) the flapper takes a new



position (59E-8, 28E-8 m) due to feedback.
Displacements z of the sliding spool
(graphs 3) increase from 0 to (3.5E-4, 5.8E-
4 m) during (0.045, 0.040 s).

3 (pl=21e6 Pa)

2 (pl=7e6 Pa)
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Fig. 5. Simulated graphs of the electro-
hydraulic servovalve for step response
(pressure pl = 7E6 and 21E6 Pa)
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In Fig. 6 the results of the simulation are
shown when two different input jump
disturbances (voltage U =2 and 8 V, tstep1
= tstep2 = 0.01 s, tjum = 0.02 s)) (graphs 1)
are applied and pl = 2.1E7 Pa, p10 = 1.5E6
Pa, F13=F24=0N.

In the rising and falling phases of jump
disturbance flapper displacement h (graphs
2) follows the input. When jump
disturbance stays on maximum level the
flapper tries to take a new position due to
feedback. After ending the jump
disturbance flapper returns to the initial
position.

Displacement z of the sliding spool (graphs
3) reacts with delay to the rising and falling
phases input jump disturbance. When jump
disturbance stays on maximum level, z
reaches the maximum (in case of U =2V).
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Fig. 6. Simulated graphs of the electro-
hydraulic servovalve for jump responses
(input voltage step U =2 and 8 V)

After ending the jump disturbance sliding

spool returns to the initial position due to
feedback.
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In Fig. 7 the results of the simulation are
shown when input jump disturbance
(voltage U = 8 V, tstepl = tstep2 = 0.01 s,
tjum = 0.02 s)) (graphs 1) is applied and p1
=2.1E7 Pa, p10 = 1.5E6 Pa, F13=F24 =0
N. The graphs are calculated for two
different values of feeding pressure pl =
7E6 and 21E6 Pa.
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Fig. 7. Simulated graphs of the electro-
hydraulic servovalve for jump response
(pressure pl = 7E6 and 21E6 Pa)

A result to be pointed out is that in case of a
particular input jump disturbance the
displacement of flapper (graphs 2) is less
when the feeding pressure is higher.
Displacement z of the sliding spool (graphs
3) is greater when the feeding pressure is
higher.

CONCLUSIONS

In the Part 1 of the paper principles of
multi-pole modeling of technical chain
systems have been described. Modeling and
simulation of an  electro-hydraulic
servovalve has been considered as an
example. An intelligent  simulation
environment CoCoVilLa supporting
declarative programming in a high-level
language and automatic program synthesis
is used as a tool for modeling and
simulation.

A special technique has been proposed and
used that allows to avoid solving large
equation systems during simulations.
Therefore, multi-pole models of large
systems do not need considerable
simplification.

In the current paper multi-pole
mathematical models are considered in



detail. Results of dynamic simulations have
been presented and discussed.

The proposed modeling and simulation
procedure is an efficient and powerful tool
in design of technical chain systems.
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NOMENCLATURE

Nomenclature for torque motor TM with flapper

Input variables (input poles):

Fz Force, acting to the sliding spool, N
Thd Torque evoking through hydrodynamic
forces of the fluid jets to the flapper, acting
onto anchor of the TM, Nm
U Input voltage of the TM, V

Output variables (output poles):

| Current to the TM, A

thl TM anchor rotating angle, rad

x1 Horizontal bending displacement of the
flexure tube, m

Inner variables:

om TM anchor rotating angle velocity, rad/s
Uin Input voltage to the TM in dynamics, V
Differences for computing of Runge-Kutta

coefficients:

dl Difference of current to the TM, A

dom Difference of angular velocity of the TM
anchor, rad/s

dthl  Difference of TM anchor rotating angle,
rad

Parameters:

bvr Viscous angular resistance coefficient of
the anchor of TM, Nms/rad

ctm Angular stiffness of the “magnet spring” of
the TM, Nm/rad

ds Flexure tube inner diameter, m

dtu Flexure tube outer diameter, m

E Modulus of elasticity, N/m?

Imax Max. current in the TM, corresponding to
max. displacement of the spool (zmax), A

Itm Moment of inertia of the TM anchor, Nms?

Imfl  Moment of inertia of the flapper, reduced to
the axis of the TM, Nms?

koe Coeft. of the opposite electromotore force,
Vs/rad

ktm Coeff. of the moment characteristic of the
™, Nm/A

Itu Flexure tube length, m
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Distance between the TM anchor and the
nozzle axis, m

12 Distance between the nozzle axis and
feedback spring end on the spool, m

L Inductivity of the circle, H

R Actual resistance of the circle, Q

Parameters to be calculated:

ctu  Angular bending stiffness of the flexure
tube, Nm/rad
Jtu Bending moment of inertia of flexure tube,
4
m

Nomenclature for nozzle-and-flapper valve NF

Input variables (input poles):

pl Feeding pressure of servovalve, Pa

pl0  Outlet pressure of the servovalve, Pa

thl Inlet angular displacement of the TM
anchor, rad

th2 Feedback angular displacement of the TM
anchor, rad

Vv Velocity of the sliding spool, m/s

Output variables (output poles):

dp Difference of pressures on the ends of
sliding spool, Pa

Fhd  Sum of hydrodynamic forces of the fluid
jets to the flapper, N

h Shift of flapper from symmetric position, m

qV1  Feeding volumetric flow rate, m’/s

qV8  Outlet volumetric flow rate, m*/s

Thd  Torque evoking through hydrodynamic

force of the fluid jets to the flapper, acting
onto anchor of the TM, Nm

Inner variables:

Fz Force, acting to sliding spool, N

p2..p9  Pressures, Pa

qVv2...qVv7 Volumetric flow rates through
resistors, m’/s

qvni, qvn2 Volumetric flow rates through
nozzles, m’/s

wqV1..wgV8  Volumetric flow rates through

resistances in square, m%/s’
wgVnl, wqVn2 Volumetric flow rates through
nozzles in square, m®/s

Parameters:
AL Hydraulic friction coefficient of
laminar flow
dnoz  Diameter of nozzles, m
dsp Diameter of sliding spool, m
drl...dr8 Diameters of hydraulic resistors, m
hsymm Distance between flapper and nozzle
in symmetric position of flapper, m
Distance between the TM anchor and the
nozzle axis, m
Irl...Ir8 Lengths of fluid jets through resistors
R1...R8 for computing of linear
resistances, m
Irnl, Irn2 Lengths of fluid jets through nozzles
N1,N2 for computing of linear
resistances, m

11



Itu Bending length of the flexure tube, m

mul  Discharge coefficients of resistors R1,
R4...R8

mu2  Discharge coefficients of resistors R2, R3

munoz Discharge coefficient of nozzles N1, N2

Parameters to be calculated:

A Active areas of spool at the ends, m*

Anoz Passage area of the nozzles, m”

Arl..Ar8 Passage areas of resistors R1...R8, m’

Gnl, Gn2 Hydraulic conductivities of nozzle-and-
flapper valve, m’/kg

Nomenclature for spool in sleeve SP with elastic
feedback

Input variables (input poles):

dp Difference of pressures on the ends of
spool, Pa

F13 Hydrodynamic force of fluid jets through
slot 1 and 3, N

F24 Hydrodynamic force of fluid jets through
slot 2 and 4, N

Fhd  Hydrodynamic force of the fluid jets to the
flapper, N

thl Inlet angular displacement of the TM
anchor, rad

x1 Linear displacement of the flexure tube, m

Output variables (output poles):

Fz Force, acting to the sliding spool, N

th2 TM anchor rotating angle evoking through
feedback, rad

v Sliding spool velocity, m/s

z Sliding spool displacement, m
Inner variables:

Thd Torque evoking through hydrodynamic
force of the fluid jets to the flapper, Nm

Tz Torque evoking through force, acting to
sliding spool, N

X2 Horizontal bending displacement of the

flexure tube, m
Differences for computing
coefficients:

dv Difference of sliding spool velocity, m/s
dz Difference of sliding spool displacement, m

Parameters:

of Runge-Kutta

d1l Feedback conic spring litter diameter, m

d2 Feedback conic spring major diameter, m

ds Flexure tube inner diameter, m

dtu Flexure tube outer diameter, m

dz Sliding spool diameter, m

E Modulus of elasticity, N/m?

Ffr Friction force of sliding spool, N

hmax Maximum displacement of the flapper from
symmetric position, m

hsp Damping coefficient of the sliding spool,
Ns/m

Itu Flexure tube length, m

11 Distance between the TM anchor and the

nozzle axis, m
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Distance between the nozzle axis and
feedback force from spool, m

13 Distance between the nozzle axis and end
of rigid part of flapper, m

I Distance between the TM anchor and
feedback force from spool, m

msp  Mass of sliding spool, kg

zmax Maximum position of sliding spool from

initial position, m
Parameters to be calculated:

A Active areas of spool at the ends, m*

ctu Rotating rigidity of the flexure tube,
Nm/rad

cz Feedback spring bending rigidity, N/m

Jf Bending moment of inertia of the feedback
spring, m*

Jtu Bending moment of inertia of the flexure
tube, m*

Calculation parameters:

delta  Time step, s

tau Inverse value of the time step, (1/s)

REFERENCES

[1] Maskrey, R.H. and Thayer, W.J., 1978, A
Brief History of Electrohydraulic Servo-
mechanisms, Moog Technical Bulletin 141.

[2] Gordi¢, D., Babi¢, M. and Joviéi¢, N., 2004,
“Modelling of spool position feedback
servovalves”, International Journal of Fluid
Power, Vol. 5, No. 1 pp. 37-50.

[3] Lin, S. J. and Akers, A., 1991, Dynamic
Analysis of an Flapper-Nozzle Valve, ASME
Journal of Dynamic Systems, Measurement and
Control, Vol. 113, No. 1.

[4] Jones, J.C., 1997, Developments in Design
of Electrohydraulic Control Valves, Moog
Technical Paper, Moog Inc.

[5] Sohl, G. A. and Borrow, J. E., 1999,
“Experiments and Simulations on the Nonlinear
Control of a Hydraulic Servosystem”, |EEE
Trans. On Control Systems Technology, Vol. 7.
[6] Noah, D.M., 2005, Hydraulic Control
Systems, John Wiley and Sons, New York, US.
[7] Johnson, J.L, 2008, Designer's Handbook
for Electrohydraulic Servo and Proportional
Systems, 4th edition, IDAS Engineering Inc.

[8] Kotkas, V., Ojamaa, A., Grigorenko, P.,
Maigre, R., Harf, M. and Tyugu, E., 2011,
“CoCoVilLa as a multifunctional simulation
platform*, In: SIMUTOOLS 2011 4th
International ICST Conference on Simulation
Tools and Techniques, March 21-25,
Barcelona, Spain: Brussels, ICST, [1-8].

[9] Moog, Servo and Propotional Systems
Catalog.



ADDITIONAL DATA ABOUT
AUTHORS

Gunnar Grossschmidt

Assoc. Prof. emer.

Tallinn University of Technology,
Institute of Machinery

Ehitajate tee 5, 19086 Tallinn, Estonia
gunnar.grossschmidt@ttu.ee

Mait Harf

Senior researcher

Tallinn University of Technology,
Institute of Cybernetics,

Akadeemia tee 21, 12618 Tallinn, Estonia
mait@cs.ioc.ee

Corresponding Author:
Gunnar Grossschmidt

471



8th International DAAAM Baltic Conference
"INDUSTRIAL ENGINEERING”
19-21 April 2012, Tallinn, Estonia

EMPLOYEE STABILITY IN THE AUTOMOTIVE COMPANY

Holecek, J.; Caganova, D. & Cambal, M.

Abstract:  Market  economies  are
influenced by the fact that employees, both
highly and less specialised, change their
places of work at increasingly shorter
intervals. It often does not depend only on
the internal situation in companies but also
from the external conditions in the labour
market. The staff turnover rate was studied
as a possible indicator of instability of
employees in the conducted research. The
research was carried out in an automotive
enterprise, employing more than 3000
people, with a turnover rate reaching from
0.8 to 1.0 % per month and about 10 % per
year during the study period. The data was
collected over a 9 month period, during
which closing interviews were conducted
with all job leaving employees and their
managers, and the internal study regarding
employee  satisfaction was  assessed.
Conclusions can be drawn with regards to
the analysis of staff turnover and its causes
and a draft of the measures concerned with
adaptation, managerial communication at
lower levels, reward system and social
care, as well as the harmonisation of two
directions of managerial behaviour:
performance orientation and relationship
orientation.

Key words: employee stability, staff
turnover, motive, stimulus, controlled
interviews.

1. INTRODUCTION

In our research we looked at turnover
as a possible indicator of instability.
Research was implemented in the
automotive enterprise which employs more
than 3 000 employees.
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Monthly turnover rate is defined as:
Total number of employees who were
fluctuated x 100.

The average monthly number of
employees was from 0.8 to 1% in the
pursued period and about 10% per year.
From company view, this turnover was
unacceptable relative to character of
production and required quality of final
product. The company looks for
possibilities from this situation.

The aim was to achieve gradually
reduce the annual turnover from current
10% to the maximal year turnover rate 3%,
what is the monthly turnover rate 0,25%.
This was achieved by rigorous analysis
based on research and developing measures
in the next two years.

2. CHARACTERISTIC OF SELECTED
COMPANY AND RESEARCH
SAMPLES

Research was realized in automotive
enterprise which employs more than 3 000
employees.

In 9 month period the job termination
interviews were carried out with all job
leaving employees and with their managers.
For comparison, we also used the annual
survey of staff satisfaction with the work in
the company carried out enterprise.

After job termination interviews with job
leaving employees the turnover was divided
into 6 categories according to Figure 1.

The turnover is divided into this internal

categories:

e adverse turnover: job leaving
employees which are necessary for
enterprise



e acceptable turnover: reducing the
number of employees from side of
enterprise

e avoidable turnover: job leaving
employees which could be affected or
who's leaving could be prevented

e unavoidable turnover: job leaving
employees which can be avoided
(further study, serious illness, moving
to leave for better paid jobs to countries
Central and Eastern Europe, retirement,
transfer within the enterprise).

o O
Mg

W W s i e

Al

Fig. 1. Internal categories of turnover

In our further research we looked at
adverse avoidable turnover. We also define
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the concept of avoidable monthly turnover
rate as:

A-B

C 100 (1),

where:
A is number of job leaving emplyees
during month,
B is number of unavoidable outcomes and
C 1is the average monthly number of
employees.

The avoidable turnover was 60% from the
total monthly turnover. Implementation of
268 interviews with employees who
belonged to a group of adverse avoidable
turnover, we divided the causes of this
turnover into 3 groups:

e labor market,
e work in enterprise,
e personal reasons.

The proportion factors of adverse
avoidable turnover is shown in Figure 2.

Based on the findings, we gave in the next
examination  of  avoidable  adverse
fluctuations (AAF) in individual
departments. We found, that most employees
leave the assembly department (42%) and
the body department (33%), as the main
cause the assembly workers reported the type
of work and working conditions, working
conditions in the body department. In both
departments it was lack the financial
evaluation, which in this case we have not
considered so important, because monthly
wages in these plants are 35% higher than in
the labor market in a similar sector. Nearly
15% of employees reported as reasons for
the termination, relations in team and other
reasons, that they did not want to give more.
In discussions with them we found out,
however, that it was all about relationships
between superiors and employees. The most
important finding was that more than 90% of
employees leaving the group AAF, were
employees who worked in business less than
1 year, 80% of employees leaving the
company in the first three months of
employment and of this number 80% in the



first month. This clearly showed, that the
expectations of workers regarding working
conditions, and also the incorporation of
awards (too much work and high work rate
did not correspond to award) were not met.
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Fig. 2. The proportion factors of adverse
avoidable turnover

3. COMPARISON OF THE
THEORETICAL BACKGROUND OF
JOB SATISFACTION WITH
LEARNED KNOWLEDGES

We compared the lessons learned from
the theory of motivation and satisfaction with
the theory of researching job satisfaction,
then we had to identify factors of job
satisfaction of preventing a reduction of
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turnover. We thought about the elements of

which an employee can give the importance

and we attached them into three dimensions

[1].

1. dimension - organizational
(where man goes),

2. dimension - the status and relationships
in the workplace (what man is),

3. dimension - benefits and work
requirements (which makes a work for
man).

settings

The first dimension involves a lot of
factors, that create conditions for work and
achieving good performance. This dimension
is related to the very basic level of Maslow's
pyramid of motivation and reflects primarily
a general feeling of safety and comfort in the
workplace. These are factors such as work
environment, safety at work, physical
conditions of the working environment
(noise, vibration, lighting, temperature, work
equipment) [2]. As a completely new, but for
turnover in the enterprise, decisive factors
were the requirements for technical skill and
control techniques and the associated lack of
training of employees and their integration
into the enterprise space (large-scale
manufacturing facilities, where an employee
could "lose", the availability of sanitary
facilities, cafeterias). When we were talking
we found out, for example, that the employee
is required to work at full power after an
initial week-training, or employee after the
initial program was unable to find their place
of work and the next day simply did not
come to work.

We considered this dimension as an
essential and as a basis we proposed the
extension of training new employees from
two weeks to one month in specialized
training centers of manufacturing facilities
outside the production line (professional
rooms) and within of this program
emphasise, except of qualifications required
for performance of work, also to familiarize
employee with full production in the hall to
prepare for the gradual pace of work on the
line and shift working regime. Up to 72% of
new recruits were graduates of secondary



schools and colleges who have not had any
work habits. This measure a year after
introduction mean the 48% reduction in
turnover, because employees come to work
and trained acclimatized and their superiors
just had to properly stimulated them. They
were sufficiently motivated.

The second dimension incorporates two
hygiene factors, that although have not
strong motivational in nature, but if absent,
can cause considerable dissatisfaction at
work. Man is perceived not only as an
individual, but also as part of the social
environment. Important factors are the
human  condition in  interpersonal
relationships, their job title and also the
quality of interpersonal relationships, of
which the most important relationship is
superior to a subordinate. Method of
negotiation of the principal with employees
is one of the sources of their satisfaction. [3],
[4]. This is reflected particularly in the
evaluation of the employee (whether formal
or informal), understanding the needs of
employees, respecting promises and resolve
conflicts [8]. As mentioned earlier, only 15%
of employees have left the company due to
bad relations with others and their
satisfaction by the supervisor (eg failure to
insensitive  failure to give holidays,
"punishment" for lack of overtime work on
Saturdays, etc..). As a measure we proposed
to introduce the project "high-high manger,"
which focused on a targeted selection and
training of managers in the field of
motivation and coping with two-way
communication. The aim was to strengthen
the behavior of managers, oriented in
interpersonal relationships and strengthen
their behavior in orientation to achieve the
performance of employees. We also
suggested to introduce the audit team in
teams, where XX turnover exceeded 1% per
month.

The third dimension incorporates the
expectations of employees ,,what work gives
to the man*. In this direction, the employee
is comparing, if power, which he is maked, is
proportional to the appreciation, that is in the
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form of wages and non-formal awards and
benefits received. Like a lack of appreciation
and qualitative and quantitative overload can
lead to stress, job dissatisfaction to the
subsequent departure [5]. Important factors
in this dimension are therefore effective
rewarding based on performance, fair
rewarding based on an objective evaluation
of the job, transparency and awareness of the
rewarding system and currently there are
employee benefits, which are playing an
increasingly important role [6]. In personal
development of employees it is a
professional (horizontal) and career (vertical)
growth and self-fulfillment [7]. In this area
we proposed to do an analyze of trends and
implement variable pay component of
remuneration performance since the second
month after the initial training (previously it
was only after 6 months). The reason was
that even 80% of fluctuated employees from
company were employeed less than three
months. We also proposed to increase the
weight of social benefits and attractive
drawing from Social Fund. As total system
suggestion we measured to implement the
project of modernization of personal service,
where personal service just has to be a
catalyst for improvment the communication
between the leader and subordinates.

4. RESUME

By analysing of fluctuations in a
particular automotive business through nine
months of research and the causes of
fluctuations compared to specific theoretical
basis, we proposed the following measures to
reduce turnover:

1. provide initial training of employees in
special training centers of
manufacturing facilities outside the
production line of at least 4 weeks. The
training must also acquire the necessary
skills to perform work (training)
include the familiarization of staff with
the hall, the bathrooms, work
organization and preparatory process



for the pace of work and in exchange of
modes of line.

2. establish a project for training of line
managers "high-high manager" to
strengthen the manager's behavior in
interpersonal relationships.

3. in case of high turnover make an audit
in a team relationships.

4. implement the project of modernization
of personnel work focused on
identifying problems of employees and
preparation of personnel issues for
managers to propose solutions.

5. introduce a variable performance
component of awards since the second
month of employment (after initial
training).

6. increase the weight of social benefits to
employees and attractive drawing from
Social Fund and inform the employees
of its existence.

7. continue in the established system of
job  termination interviews  with
departing employees according to a
prepared questionnaire and regularly
evaluate the fluctuation analysis.

Fourteen months after the introduction of
these measures, the monthly turnover rate
gradually decreased from the original 0.93%
to 0.28%, which represent an annual
turnover of 3.64%.
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INNOVATION, PRODUCT DEVELOPMENT AND PATENTS AT
UNIVERSITIES

Kartus, R. & Kukrus, A.

Abstract:

In the present article actual matters of
technological innovations are dealt with
in the context of research universities,
mainly  taking into account the
circumstances in Estonia. One of the
cognitive models of the process of
technological innovation has been
presented. Patents are an integral part
of technological innovation, notably in
the case of development of new products.
The patent statistics given in the article
shows that despite wishes the business
sector and universities not enough
oriented internationally. Key words:
knowledge-based economy, license of
rights, patents statistics, product
development, technological innovation,
university, utility model.

1. INTRODUCTION

Explosive development of information
technology during in the recent decades

has  significantly  influenced  the
development of innovative products and
their use in  practice.  Bringing

innovations to market has not been the
main historical role of university based
researchers. Instead, university resear-
chers quite appropriately concentrate on
basic science. There is an eternal
dilemma whether it is more important to
publish the scientific papers or to file
patent applications. As technologies have
grown more sophisticated and emerging
industries have become more high-tech,
universities have become more important
players in the processes of invention,
innovation, and commercialization [1].
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Undoubtedly patents are an indicator
showing the competitiveness of the
products and technological processes
created as a result of R&D activities in
the universities. National research and
development programmes were launched
on the basis of the strategy for developing
these key technologies [2].

2. MEANING AND MODELS OF
THE INNOVATION

Innovation means different things to
different people. Generally innovations
are divided into technological innovations
and non-technological innovations.
Technological innovations comprise new
products and processes and significant
technological changes of products and
processes.

In order to harmonize the understandings
of the nature of the innovation and to
compare the countries on the macro level
as well as the enterprises and other
institutions on micro level nowadays
OECD methodology based on three
manuals is used. The Frascati Manual
contains standard practice for surveys on
research and experimental development
(R&D). The Oslo Manual gives
guidelines for collecting and interpreting
technological innovation data and Patent
Manual is intended to give guidance on
the measurement of scientific and
technological activities using patent data
as science and technology indicators.
According to the Oslo Manual (point 59)
the knowledge-based economy is an
expression coined to describe trends in
the most advanced economies towards



greater dependence on knowledge,
information and high skill levels, and an
increasing need for ready access to all of

these. R&D and innovation are key
elements in the knowledge-based
economy.

Stock of knowledge

Tvpe of R&D
Basic research  Applied research  Experimental development
————

S&T resource
indicators

R&D Personnel H \ 4 A 4

Intramural R&D Scientific Patent
& technical sapres applications
consultancy

Ideas, theories
exploration

Expenses for Technical
know-how  (fees, Concept
royalties)

Technometric specification
and innovation test
P Industrial
development
(innovation)

Diffusion,
Utilization |

Investment in
R&D-intensive
equipment,
materials,
components

Production and trade with
R&D-intensive goodis &
resp. Employment

A 4

(imitation,
improvement)

Social costs & benefiits and
technology assessment

Source: Schmoch et al, OECD

Fig. 1. Models of the process of techno-
logical innovation

In Figure 1 one of the cognitive models
of the process of technological innovation
has been given for better understanding
of the nature of the innovation.

3. TECHNOLOGICAL
INNOVATION AND PATENTS

Nowadays development of technological
innovations is based mainly on the
system of intellectual property, especially
on industrial property. However, legal
protection of the subjects of industrial
property, first of all inventions plays an
important role in the industrial and
innovation  policy industrially
developed countries.

Patent is a good measure of accumulation
of national intellectual capital. It
represents one aspect of country's R&D
effort. It is a good approximation for
technological sophistication [3].
Disadvantages of the patents as indicators
are that patents measure inventions rather
than innovations. Not all inventions are
patentable. This is the case of software,
which is protected only by copyright,

of
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except in the USA. Firms prefer to in
many cases protect their innovations with
other methods, such as technological
complexity  (know-how) or  other
industrial secrecy.

Despite the fact that, taking into account
the afore given, patents can be treated as
an indication of the efficiency of
innovation process in different ways,
their existence and number of patents is
extremely important nowadays let alone
because a patent portfolio of sufficient
size is required for a successful “patent
arms race”.

4. PRODACT DEVELOPMENT
AND UNIVERSITY INVENTIONS

In case of university research there is an
eternal dilemma whether it is more
important to publish the scientific papers
or to file patent applications in the
innovation process from basic research
until experimental development.
International publications are without
doubt essential for the universities,
because these are the main indicators at
accreditation of the universities. But large
number of references and interest in
scientific articles do not mean that the
results of the scientific researches have
novelty to the extent that they can be
protectable. Undoubtedly patents are an
indicator showing the competitiveness of
the products and technological processes
created as a result of R&D activities in
the universities. Neither development of
new products nor sustainable cooperation
with industry is possible without patents.
Moreover, competitive products have to
be protected as a basis for the
establishment of start-up and spin-off
firms. Although patenting activity of the
universities of the EU has increased, the
universities of the USA and Japan are
still on the leading position. According to
the WIPO top ten university applicants
by number of published PCT
international applications in 2010 had
between 306 and 80 applications [4].



5. PATENTING ACTIVITIES
ESTONIA

IN

As it was mentioned before information
and communication technologies,
biotechnologies and material
technologies are technologies considered
key technologies for the economy of
Estonia to which much attention has been
paid. These fields of technologies have
been one of the most important fields of
technologies in the world for a long time
from the standpoint of innovation. In
2010 according to the WIPO number of
PCT international applications published
in the field of digital communication saw
the fastest growth 17.3%, (10,581
published applications). This technical
field accounted for the largest share of
total PCT applications published in 2010.
Almost every other field of technology
experienced declines or modest growth.
The sharpest decline in patenting was
seen in the field of telecommunications
[5]. Scientific research has been carried
out in the aforementioned key areas in
Estonia for the last 30-40 years.
Therefore there are highly qualified
scientists in these areas and nowadays
they have assembled into two main
research universities — Tallinn University
of Technology (TUT) and the University
of Tartu (UT). Before the 1990-ies the
universities had for their basic research
and applied research an output as an
experimental development either in
Estonia or former Soviet Union. It should
be mentioned that unfortunately in
Estonia there is no industry for
implementing key technologies to the
extent to have an essential impact in the
economy, incl. as an employer. However,
especially biotechnology and material
technology are areas which require big
investments for the implementation of
production and highly qualified work
force, which are nowadays clearly too
demanding for the economy of Estonia.
Taking that into account it can be
understood that the universities wish to
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prefer international cooperation to
internal in Estonia in the field of high
technology.

Proceeding from the evaluation on the
basis of the research on innovation in the
Baltic region made by Technopolis
Group to the EU Commission, DG
Regional Policy in April 2011 the small
absolute number of patents and the
absence of patents in some fields
suggests, firstly, that the business sector
in all three Baltic States is not
internationally oriented and secondly
there is an absence of industries, or of
R&D performing firms, in some key
fields. The low number of patents makes
it not possible to identify a technological
specialization for these three countries
[6].

In Fig. 2 the number of Estonian patent
applications and granted patents filed
with the Estonian Patent Office in the
years 2005-2011 and in fig. 3 the number
of utility model applications and
registrations has been given.

-8588885888

Source: EPA
Fig. 2. Patent applications and granted
patents

o38888KEEE
» I

Source: EPA

Fig. 3. Utility model applications and
registrations

In fig. 4 European patents enforced in
Estonia have been shown. It should be
mentioned that the numbers seen are too



low to call Estonia a technologically
developed country.

2005 2008 2007 2000 2010 2011

2004 2008

00
1200

EEEEE

Source: EPA
Fig. 4. European patents enforced in
Estonia

In Figure 5 it can be seen which fields of
technology the patents enforced in
Estonia in 2011 belong. It should be
mentioned that in class C enforced
patents concern mainly pharmaceutical
industry. The rate of the enforced patents
belonging into the areas of key
technologies is small, which may mean
that there is little interest in making
investments in these fields.

CCHEMISTRY, METALLURGY I 39,50%

B- OPERATIONS TRANSPORTING [N 10,08%

AHUMAN 32,67%

Source: EPA
Fig. 5. European patents by IPC inforced
in 2011

In fig. 6 and fig. 7 the number of patent
applications, utility model applications
and PCT international applications filed
with the Estonian Patent Office by the
TTU and the UT during the period from
1996 until 2011 has been given. It can be
seen that the absolute number of
applications for legal protection of
inventions has been very low in case of
both universities during the whole period.
On the whole from the patents granted on
the bases of the total number of 44 patent
applications filed with the Estonian
Patent Office by the TTU 17 patents were
still in force at the end of 2011. In case of
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the UT 12 patents were in force from the
36 filed patent applications. The small
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= EEpatent applications = PCT applications = EEutility models

Source: EPA

Fig.6. Patent and utility model
applications of the Tallinn University of
Technology

On the whole from the patents granted on
the bases of the total number of 44 patent
applications filed with the Estonian
Patent Office by the TTU 17 patents were
still in force at the end of 2011. In case of
the UT 12 patents were in force from the
36 filed patent applications. The small
number of patents in force reveals that it
is impossible to make use of the
inventions or their long-term legal
protection in Estonia has not been
required.
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Source: EPA
Fig.7. Patent and utility model
applications of the University of Tartu

In fig. 8 the number of published PCT
applications of Tallinn University of
Technology and in fig. 10 the number of
published PCT applications of the UT
have been shown. The data of the WIPO
contain also the patent applications that
were not filed via the Estonian Patent
Office or were filed with a patent
applicant from some other country via



another country. In fig. 9 and fig. 12 it
can be seen that in case of both
universities the largest number of patent
applications have been filed in the fields
of microbiology and gene technology
(int. Cl. C12N and C12Q).

ok N W A O O N B ©

1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011

Source: WIPO
Fig.8. PCT applications of the Tallinn
University of Technology

The number of European patents filed by
Tallinn University of Technology has
been provided in fig. 10 and the number
of patents filed by the University of Tartu
has been shown in fig. 13. It can be
noticed that the number of the European
patent applications is low.

8
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Source: WIPO
Fig. 9. PCT applications of the Tallinn
University of Technology by IPC
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Source: EPO
Fig.10. EP applications of the Tallinn
University of Technology
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Source: WIPO
Fig. 11. PCT applications of the Tartu
University

Source: WIPO
Fig.12. PCT applications
Unuversity of Tartu by IPC

of the

In case of the afore-given data it should
be stated that these are public data.
Therefore it should be taken account that
due to long backlogs especially in the
EPO and the USPTO it is impossible to
evaluate whether the activity of patenting
of the universities has remarkably
changed in recent couple of years.

06 2007 2008 2009 2010

3 2004 2005 20

Source: EPO
Fig.13. EP applications of the University
of Tartu

Neither has the present research brought
out the impact of the inventions, the
authors of which are the scientists of the
universities, but in which the universities
have not been mentioned as applicants or
co-applicants. The main inventions made
by the employees of the universities
outside the university are created in the



framework of international cooperation or
in start-ups.

Possible expenditures on court disputes in
case of infringement of the patent or in
case of making an opposition should be
taken into account. Despite that the high
indicators planned by the research and
development (R&D) strategy of Tallinn
University of Technology for the years
2005-2015 exceed significantly the actual
achievements. Besides evident
overestimation of possibilities one of the
reasons for the low number of patenting
of the universities of Estonia is the lack
of Patenting Strategy, which is
mandatory in the universities of the UK
and the USA.

CONCLUSIONS

In knowledge-based economy innovation
is predominantly based on legal
protection system of intellectual property.
Innovation is successful production,
research and use of new products in
social as well as economic spheres.
Patents as indicators of technological
innovation enable inter alia to find out
the directions of development, the leading
firms and institutions of scientific
research in a particular field. In Estonia
the key technologies are information and
telecommunication technologies, bio-
technologies and material technologies,
research of which is concentrated mainly
in Tallinn University of Technology and
the University of Tartu. Arrangement of
production on the basis of these fields
requires large investments. Therefore
International cooperation has to be
preferred in the field of high technology.
The analysis shows that the number of
filed patent applications and the ratio of
the enforced patents belonging to the
fields of key technologies is low, which
means little interest in investing in these
fields. The number of patents issued to
the Tallinn University of Technology and
the University of Tartu is also low,
because  publication  of  scientific
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achievements is preferred to patenting
and patenting strategy does not exist.
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HYBRID CONTROL STRUCTURE AND SCHEDULING OF BIONIC
ASSEMBLY SYSTEM

Katalinic, B.; Kukushkin, I. K., Cesarec, P & Kettler, R.

Abstract: This paper describes hybrid
control structure, working scenarios and
logic of working cycles during the
assembly of one unlimited sequence of
assembly orders in Bionic Assembly System
(BAS). BAS is a new concept of advanced
assembling system, which combines two
basic control structures and principles:
centralized control system, based on the

hierarchy and self-organizing control
system, based on the heterarchy.
Key words: hybrid control structure,

scheduling, bionic assembly system, self-
organization, assembling.

1. INTRODUCTION

Actual design results of continuous
research focused on the development and
implementation of the next generation of
assembling systems are presented in this
paper. The next generation of assembling
systems is hybrid type, which combines
two basic control structures and principles:
centralized control system, based on the
hierarchy and self-organizing control
system, based on the heterarchy.

The first one concept is well-known and it
is the most used control concept in the
industry up till now. The other one is very
present in the nature, but almost not used in
the industry.

There are many definitions of self-
organization, [1], [2] and [3]. As told in [4]
“The self-organization is one of the main
patterns of the organization of material,
energy and information in the nature. It is
a present in inanimate and in the
biological systems. The self-organization
phenomena is a present in the whole range
of the size from less than atom till the
whole universe. The self-organizing is a
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very complex phenomenon with many
different phases. At the moment there is no
one unique definition of self-organizing.
But there are many definitions which are
describing  particular  characteristics,
affects and forms of self-organizing.”
Combination of those two concepts brings
out the hybrid system. As shown at Fig. 1.
Basic  control  structures: hierarchy,
heterarchy and hybrid. This system is
known as “Bionic Assembly System
(BAS)”. The structure, functions and
characteristics of this system described at
[4], [5] and [6].

2. PLANNING

The main aim of planning BAS work is to
achieve the highest possible productivity of
BAS during the assembly of one unlimited
sequence of orders. Maximal productivity
means maximal number of assembled
product during one particular period of
time, taking into consideration the external
priority of BAS orders, system's bottle-
necks, limitations in the number of
production facilities, and the limited
capacity of each essential production unit.
It is only possible to achieve the above-
mentioned aim through the carrying out of
all activities which are placed on the
critical path in as short a time as possible.
The work of assembly stations, mobile
robots and operators has to be
simultaneous and synchronized, based on
the chosen BAS working scenario.

The interface between factory planning
system and BAS is a pool of BAS orders as
shown at Fig. 2. Hybrid control structure of
bionic assembly system. Each BAS order
has an external priority as a measure
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Fig. 1. Basic control structures: hierarchy,
heterarchy and hybrid

of order urgency. Normal urgency is
priority 2; urgent order is priority 1; and
low priority order is 3. Locked orders have
priority 0.

Scheduling optimization module has to
find out the most suitable BAS order from
the pool of BAS orders taking in to the
consideration: target scenario, criterion of
planning, actual state of BAS, free and
reserved resources of system during the
time planed.

The result of optimization is (sub)optimal
order. This order will be built in virtual
scenario of BAS in the case of simulation
or in working scenario of BAS in the case
scheduling planning. The results obtained
from scheduling planning give data which
build the queues. The queues determine the
order and sequence of pieces, in which
different products will be assembled.
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3. COMMUNICATION

Each single assembly module or assembly
station has two-communication channels
one vertical to BAS central computer and
other horizontal to the mobile robots. Main
tasks of central computer of BAS are to
plane the global production of BAS,
synchronize the part supply and setups,
bring the demands from factory level, and
organize the BAS as an integral part of
factory. The horizontal communication
between assembly station and mobile robot
with the assembly pallet which carry one
particular product from one to other
assembly station in the search for the
assembly station which can complete the
next assembly operation is kernel part of
self-organization of systems.

The assembly pallets are transported
through the assembly system by lineless
mobile robots. After each assembly
operation the assembly station makes the
quality check to find out, was the assembly
operation completed successfully if yes the
assembly station give this information to
the mobile robot which carry the product
on the assembly pallet during the process
of assembly. This information has key role
in the search for the station that can carry
out the next assembly operation on the
product of this type.

The horizontal communication between the
control system of one assembly unit and
the mobile robot includes following
information: pallets type, palettes status,
product type, assembly stage of product -
which is next assembly operation on that
product which has to be done, quality
status of product - was the last assembly
operation completed successfully. If the
last assembly operation was not successful
the quality status of product will be
negative, and all assembly units will tell
that they are not responsible for next
operation. For such cases is in the system
organized special repairing station. At this
place the robots/pallets are waiting on the
shop operators which will try to correct the
part. If he cannot correct the mistake,
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Fig. 2. Hybrid Control Structure of Bionic Assembly System

he will move the product from the pallet
and reset the pallet and send it to the
system as new pallet free to take the first
part of next product. After the product
successfully completed all assembly
operations and tests he will be removed
from the pallet and packed for transport.
The robot/pallet will be reset and send as
the free robot/pallet back to the system.
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4. SCHEDULING STRATEGIES

Scheduling strategies are designed to fulfill
the key aim: Just-in-Time delivery of
products according to the specification of
customer order. The scheduling strategies
are task oriented to fulfill the order for one
particular customer in good time. That
means one customer has ordered different
quantities of different types of products,




and all his products have to be assembled,

packaged and prepared for the delivery and

transportation at predefined day and time

(yyyy-mm-dd hh:mm).

The first step in the production planning at

the factory level is to combine orders from

different customers to find out the best way
to fulfill wishes of all customers. The result
of this planning is called system order. It
tells what and how many (product types
and their runs) and how urgent (priority)
has to be assembled during the next period
of time. All unlocked orders in the pool of
the orders are making the system order

(Fig. 2.) Assembling a run of one product

type here is called as assembly order. The

logic and hierarchy of working cycles
during the completition of one system

order are shown at Fig. 5.

These activities are happening in following

way.

1. The group of assembly orders with the
highest priority is selected from the
system order.

2. From these group the first product type
is selected

3. The first piece in the run of that product
type will be assembled.

4. Mobile robot is getting order to
assemble that piece. It takes suitable
assembly pallet and goes from the
assembly station for the assembling of
the first part till the assembly station for
the assembling of the last part of that
piece and finally to the unloading and
packaging  station. During  the
assembling procedure mobile robot can
have alternative ways. This is happening
when one assembly operation can be
completed by the different assembly
stations or workers. During the selection
of the most suitable station for the next
assembly operation robot follows the
criteria of “the shortest completition
time” of the next assembly operation.
The time for the completition of the
next operation is the sum of the waiting
time and operation time. During the
assembling procedure of one piece of
product mobile robot is coming to the
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different situations as shown at Fig. 4.
What to do in the particular situations
can be determined with following “if-
then” rules, shown in Fig. 3.

This assembly process is happening in
the shop-floor and follows basic
principles of self-organization.
Participants in self-organizing process
are mobile robots, assembly stations and
shop-floor operators. This part is shown
at the bottom of the Fig. 2. Hybrid
control structure of bionic assembly
system.

a) rule

if {the next step of assembly is packing}

then {the new assembly order, a robot has to go
to the loading/unloading station}

b) rule

if {the quality state of product is negative}

then {the robot has to go the repair station. wait
to the shop floor operator. the shop floor
operator will try to repair the product. if

this  is not possible, he will remove it from the
system, and will prepare the pallet and the
mobile robot for assembling of the next
(new) product. the results of repair
operation: the state of assembly and the
quality state}

c) rule

if {a assembly station becomes active or

passive}

then {the rearrangement of the queues of
alternative assembly stations}

d) rule

if {the quality state of product is positive and
the next operation is assembly operation}

then {find out which assembly station(s) can

perform the next assembly operation; if
there are more than one, find out which is
better, taking into consideration existing

queues and priorities}

e) rule
if {the mobile robot is present and the
assembly station is busy or there are waiting

robot(s) with equal or higher priority or there
are robot(s) of equal priority which are waiting
for longer time}

then {the mobile robot has to wait in the queue
of the assembly station for the next operation}

f) rule
if { the assembly station is free and there are
no robot(s) with higher priority in the queue}




then {docking, execute assembly operation, procedure from step 2 till 6 is repeating
check the quality of results of the assembly for the next priority group.
operation, write the new state of assembly 8. End of system order: when the last piece

and the ualit state of roduct, . .
undocking} ey P in the run of the last product type in the

Fig. 3. Mobile robots’ acting rules lowest priori_ty group is finished, the

system order is completed.

9. It is a time to prepare the next system
order for the time coming. Generation
of system orders can be made also more
continuously.

Packing Station

5. BAS BASIC CHARACTERISTICS

The main characteristics of proposed BAS
are: (1) The variable structure of system,
the number of stations can vary from min 1
of each type to unlimited; (2) This system
is possible to organise as workers friendly
system, which has the possibility to be
high, automated from one side and has
ability to integrate of workers from other
side; (3) Product mix and size of run can
vary in extremely wide range; (4) Self-

Rearrange-
ment of
the Queues

Be Active
Pasive

Communication
Maobile Robot-

Environment

Fig. 4. Five Basic Tasks for Mobile Robots ~ Organizing behavior of system make it
robust against external and internal

5. The procedures 3, 4 are repeating since  disturbances; (5) Variable dynamic layout
the very last piece of the run is  Of system can be used for optimization of

assembled. working scenario and system parameters;
6. The procedure is repeating for the next ~ (6) The BAS can very quickly respond on
product type in the priority group. the demands of master scheduling system.

7. When the last product type in the
priority group is assembled the whole

Start

For (i=1;i=isystem OrRDER;i=i+1)
{
Completition of System Order in BAS according to the priorities starts with the highest priority (j=1) and
finishes with the lowest priority (j=3)
For (=1;j=3;j=j+1)
{

For (k=1;k=last;k=k+1)
{
For (I=1;1=lrun;1=1+1)
{
For (m=1;m=mtasr;m=m+1)
{

Find and go to the most sutable assembly station and
make ijklm_ASSSEMBLY_OPERATION ()
%—th example of k-th product type is finished
}{un of k-th product type is finished
Runs of all product types with j-th priority are finished

i-th system order for all priorities is finished
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All system orders are finished

}
End

Fig. 5. Logic of working cycles during the completition of BAS system orders

6. CONCLUSION

The proposed concept of Biologic
Assembly System (BAS) is logical result
of the further development of flexible
assembly systems. The BAS has stronger
characteristics of self-organizing,
robustness, and adaptation. The main
problem is the conflict between hierarchy
and heterarchy. The concept is suitable for
application by most complex flexible
assembly systems. The concept accepts the
variations in the structure of assembly
system. Introducing of additional assembly
stations  without change scheduling
strategies and scenarios can increase the
capacity of system. This system is possible
to organize as workers friendly system,
which has the possibility to be high,
automated from one side and has ability to
integrate workers from other side. This
characteristics of system open basically
new trend in the development of
automation, and that is the (re)integration
of workers in high automated industrial
environment. This development can be
highly interested for the solving of present
situation in development countries which
have high rate of unemployed skilled
people which cannot be integrated in
classical automated systems. Variable
layout of system can be used for
optimization of working scenario and
system parameters. The future research
will be focused on system reconfiguration,
system starting procedures and solution of
conflict situations between centralized and
self-organizing parts of the system.
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NOVEL TRENDS IN THE INTELLIGENT MANUFACTURING
SYSTEMS

Kerak, P.; Holubek, R.; Kostal, P.

Abstract: The current trend of increasing
quality and demands of the final product is
affected by time analysis of the entire
manufacturing process. The primary
requirement of manufacturing is to
produce as many products as soon as
possible, at the lowest possible cost, but of
course with the highest quality. Such
requirements may be satisfied only if all
the elements entering and affecting the
production cycle are in a fully functional
condition. These elements consist of
sensory equipment and intelligent control
elements that are essential for building
intelligent manufacturing systems.
Intelligent manufacturing system itself
should be a system that can flexibly
respond to changes in entering and exiting
the process in interaction with the
surroundings.

Key words: sensory equipment, intelligent

manufacturing  systems, manufacturing
process, control system.
1. INTRODUCTION

The industrial intelligence is  still

forwarding. Today we are not talking only
about using of IT, classical automated
instruments. But when we are talking about
flexible intelligent manufacturing systems
it is effective to talk also about possible
using of new generation intelligent
manufacturing  systems.  This  new
generation of manufacturing systems are
also called intelligent manufacturing
systems. All IMS subsystems are including
parts of so called machine intelligence
(sensor equipment). Using of given
systems with combination of machine
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intelligence will lead to the complete labor
remove from the manufacturing system.

2. USE OF CA SYSTEMS IN
FLEXIBLE MANUFACTURING

CA systems are computer systems that are
intended to support of activities at all
stages of manufacturing from
development and design of component,
production planning to production and
assembly, storage and expedition.

Use of CA systems in manufacturing and
execution time of the components is shown
in Fig. 1 [1]
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Fig. 1. CA systems and execution time of
components [1]



Realization of components consist of:

e stage of development - design and
planning

e stege of
implementation

technological -

In the design and planning stage is made
after modeling, simulation and analysis
activities the complete design and
technological documentation, respectively,
are generated by CAD and CAPP data -
Computer Aided Engineering works CAE.
Second stage is characterized by different
automated systems with computer support
(manufacturing, assembly, storage) -
Computer Aided Production Engineering
CAPE. [4]

Central production planning/manufacturing
systems rely on centralized
communication, are rigid, lack scalability
and robustness, and have a high cost of
integration. Mass Production Systems
place emphasis on the reduction of
products’ costs and full utilization of plant
capacity.

This manufacturing approach resulted in
inflexible plants, associated with work-in-
process and finished goods inventories.
Computer-Aided Design (CAD)/ Computer
Aided Manufacturing (CAM) systems
integrate different tools (e.g., e-mail,
multimedia, 3-dimensional CAD geometry
viewer) in adistributed multimedia-
designing environment through the Internet
(e.g.). In CAD, the computers are used in
the design and analysis of products and
processes. In CAM, the computers are used
directly to control and monitor the
machines/ processes in real-time or offline
to support manufacturing operations (e.g.,
process planning). [3]

Computer integrated manufacturing (CIM)
systems have been used to integrate
different areas within manufacturing
enterprises. They use a graphical user
interface within a programming
environment and incorporate multimedia
packages to facilitate the dissemination of
product information (e.g.) [3].
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Fig. 2 Connection of CA systems with the
manufacturing

Connection of CA systems with the
manufacturing is showed on Fig. 2. Main
paradigms of manufacturing engineering,
and their underlying technologies are
presented in Table 1.
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engineering systems [3]



3. AUTOMATIC MANUFACTURING
SYSTEM

For better understanding of “intelligent
manufacturing systems” term, is the most
suitable to compare its behavior with
behavior of flexible manufacturing system.
Automation manufacturing system is today
known as manufacturing device with
various levels of automation of operating
and non-operating activities and with
various levels of subsystems integration
(technological, supervisory, transportation,
manipulating, controlling):
technological (set of technological
workstations)
transportation and manipulating (is
realized by industrial robots,
manipulators and transporters)
supervisory (is included to system
if machines in system do not have
own supervisory devices)
controlling (there are dominating
own controlling systems of all
devices) [2]
Using of intelligent production systems is
conditioned by efficiency of all
subsystems, which are contain in given
system. Subsystems are developed with
automatic manufacturing systems, in order
to save the system parameters.
Automatic manufacturing systems in
repetitive production, where is demanded
big rate of flexibility, are called flexible
manufacturing systems. [2]
To category of automated manufacturing
systems (flexible manufacturing systems)
are included one or more technological
workstations, at which are all inputs,
material and immaterial, automated. Basic
classification of automated manufacturing
systems takes into the account also the
number of the machines in the system as
well as flexibility of the production.
According to this classification we
distinguish three basic types of automated
manufacturing systems:

e Flexible manufacturing cell — up to

maximum three of the machine
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tools; it’s characterized by highest
level of flexibility.

Flexible manufacturing line — is
characterized by the lowest level of
flexibility; range of goods is narrow
and being produced in large
batches.

Flexible manufacturing system -
minimum three machines and more;
is characterized by lower level of
flexibility.

4. INTELLIGENT MANUFACTURING
SYSTEM

Intelligent manufacturing system presents
system with self-contained capability of
adaptation to unexpected changes, i.e.
assortment changes, market requirements,
technology changes, social needs etc.
However, intelligence of these systems is
frequently understood as control of the
software product, and  not as
implementation of modern technologies of
machine artificial intelligence.

Intelligent production systems consist of
subsystems like automatic production
systems  (technological,  supervisory,
transportation, manipulating). Subsystems
have to be equipped with aids, which give
to subsystems specific level of intelligence.
It is possible to consider it as higher phase
of flexible production systems. [2]
Components of an intelligent
manufacturing systems consist of (Fig.3):
intelligent design,

intelligent operation,

intelligent control,

intelligent planning
intelligentmaintenance.
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Fig. 3 Components of an
manufacturing systems [3]
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Manufacturing engineering systems
evolved in order to meet several objectives,
such as:

e reduction of cost;

e reduction of lead times;

e casy integration of new processes,
sub-systems,technology and/ or
upgrades; interoperability;

e reduction of production waste,
production process and product
environmental impact to ‘near
Zero’;

e fast reconfiguration; fast adaptation
to expected and unexpected events.

5. MECHANICAL PERIPHERY
INTELIGENCE ENHANCEMENT
POTENTIAL AND LIMITATIONS IN
PRODUCTION

Monitoring of all actions inside the
production process but also in its
environment is aimed at increase of this
system reliability and failure prevention of
the system itself or avoidance of defective
products. There are several possibilities
how to enhance production system
intelligence.

In term of automation assembly is the
most complicated operation. Sequences
like correct grip, orientation and
positioning of the component entering the
assembly system in disordered condition
(e.g. loose in a container) are very easy to
realize by a human. In term of automation
however these seemingly simple acts
represent one of the most complicated
problems. Usually we try to keep aloof
from such acts in the automated assembly
process so that individual components
enter the assembly system already oriented
and in a defined place by means of various
feeders, tanks or pallets.

In case the automated assembly system is
entered by individual components which
are unpositioned and non-oriented an
intense cooperation between the sensor
subsystem and  various intelligent
mechanical peripheries is necessary.
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Various types of sensors (contact,
contactless, pressure, sensors of strength
and moments, CCD cameras and others)
are used dependent on specific demands of
the specific application. Simultaneous
combined use of various sensor types
affords solution opportunities also of very
complicated monitoring tasks. Individual
sensor types can differ also in their output
signals. Some sensors have only simple
binary output signals, others can have
amore  complicated  output  signal
consisting of several simple binary signals
(e.g. sensor differentiating colours) and
others can provide an analogue signal (e.g.
rheostatic thermometer). All these signals
must be processed and correctly evaluated
by the control system because only on the
basis of this information it can correctly
respond to the actual state of the
production system en bloc, of its individual
subsystems as well as the actual state of the
technological process.

One of the application areas of
monitoring systems is the area of robotized
assembly. Equipping of assembly systems
by sensors is one of the basic levels of
increasing of automation and machine
intelligence. Sensorial systems provide
scanning and monitoring of various
functions of assembly process, assembly
technology, properties of assembly objects,
mounted parts and  properties of
environment. Realization of monitoring
functions provides suitable sensor sorts,
whereupon the supervisory systems
provide the control interventions. Sensors
are the basic devices for capturing of
information and their transformation. The
present monitoring systems have reserved
structures which are realized according to
application or purpose.

Selected sensor or sensorial systems
(monitoring systems) must meet technical,
economic and operative indices. Factors,
which affect their selection are multiple
and multilevel. Center of the sensors
application is mostly in robotized
assembly, where the sensorial systems
enable to assembly (so-called intelligent



robots) and others technical elements to
identify and monitor workspace and system
environment with building elements.In
robotized assembly the ideal event occurs
when PR can recognize, place and grab
random oriented object.

Sensorial ~ equipment applied in
assembly systems use three basic groups:

e tactile sensors
e proximity sensors
e visual sensors
Development of the new kinds of
sensors takes place in all three groups.
Classification of the most frequently used
kinds of sensors is on figure 4.

Tactile sensors are used in case, that
technical, realization instruments, mostly
assembly robots, are in direct contact with
object of assembly.Important are especially
sensors which enable control of the object
presence, identification of grasp force,
monitoring of the starting position of
assembly tools, let us say other functions.
With tactile sensors are equipped tentacles,
position table, transporting units, other
units and devices. For recognizing of the
orientation, kind of objects, detection of
edges are used visual sensors of various
kinds.

SENSORS

| PROXIMITY ||

—‘ Ultrasonic ‘
—‘ Optoelectronic ‘
—‘ Laser l
—‘Opioe\ectromc ‘ —‘ Optica l
—‘ Piezoelectric | —‘ Magnetic l

Fig.4 Classification of the most frequently
used kinds of sensors

These sensors are generally in
cylindrical or angular cases with digital,
analog inputs, with connectors, or fixed
with cable, e.g. for machining, packing and
transporting devices. Present tactile sensors
are conceived primarily on the basis of

| TACTILE VISUAL |

Induchive

|
T |
_‘ Resistive |
e

Laser ‘

Telewision ‘

Magnetic

Infrared ‘
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pressure and force measuring. Output
signals are treated to signals suitable for
proper level of control.

Among main advantages of ultrasound
sensors belong:

e contactless detection of object
presence and position
measuring

¢ high precision of measuring

¢ high measuring distances

e measuring is not affected by
particles in the air etc.

Other tactile and proximity sensors are also
the magnetic sensor. These types of sensors
proved thanks to their high switching
distance.

6. CHALLENGES AND TRENDS

An extensive survey on manufacturing
systems allowed the identification of the
main current trends for manufacturing
systems, which can be summarized as
follows:

e specialization, characterized by an

extensive focus on core
competences;

e outsourcing;

e transition from  vertical to

horizontal structures (e.g.,
concerning management systems),
from  highly centralized to
decentralized structures (e.g., where
an individual element, unit or sub-
unit is enhanced with decision
making/ intelligence capabilities);

e cvolution towards self-properties or
self-sufficiency (e.g., self-
adaptation) which generally occur
at low levels. Manufacturing
systems with these characteristics
have a high level of integration, are
easy upgradable, evolvable and
adaptable (e.g., to new market
conditions;

e the development of technologies
and applications to support all the



requirements of current distributed
manufacturing systems;

e competitiveness: the enterprises
should remain competitive, e.g., in
terms of costs (e.g., lifecycle costs,
investments) vs. payoffs; adequate
equipments and machines (e.g.,
Sensors) adequate  to  new
manufacturing paradigms;
sustainability (e.g., to consider
environmental concerns into
design);

e technology, equipment and
manufacturing systems’ selection
(e.g., to evaluate various systems
configurations based on life-cycle

economics, quality, system
reliability);

e integration of humans with
software and machines; non-
functional properties, e.g., fault
tolerance;

e openness, self-adaptability; each
unit/sub-unit/ element of the
manufacturing  system  should

independently take optimal wise
decisions (e.g., concerning resource
utilization, incorporating
scheduling algorithms, planning
and control execution techniques),
having a  goal-driven  and
cooperative behave;
e performance assessment. [4]

Concerning future trends: it is rather
difficult to forecast long term trends for
manufacturing engineering systems.

7. CONCLUSION

Despite the developments in the area of
engineering systems and advancements of
information and communication
technologies, current (manufacturing)
engineering systems fail to address all the
needs of today’s manufacturing enterprises.
Current  trends  of  manufacturing
engineering system are towards enhancing
machines with bioinspired and human
abilities  (e.g., intelligence, wisdom,
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cognitive functions), and in hiring (fewer)
highly skilled employees. However, this
trend has to be closely accompanied with
(positive and negative) human, social and
environmental consequences.

Currently, due to shortened product life
cycle, market liberalization, a great
competitive pressures and constantly
dynamically  changing demands of
customers, enterprises are forced to
gradually rebuilding the nature of its
production to mass production and small
series with a wide range of products.[4]
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MODELLING OF SYMMETRY MEASUREMENT UNCERTAINTY
USING MONTE-CARLO METHOD

Kulderknup, E

Abstract:  Symmetry deviation has
importance for details which operating
jointly as the moving parts of exact
devices. The measurement of symmetry
deviation has difficulties by main reason
that there exist problems to present the
datum surfaces for measurement. This
paper presents measurement uncertainty
estimation model for  symmetry
measurement. Novelty is, that the model
takes account also production operation
and simulation of uncertainty estimation
is achieved using Monte-Carlo method.

Key  words:  symmetry  deviation,
measurement, Monte-Carlo method

1. INTRODUCTION

Symmetry deviation has importance for
details which operating jointly as the
moving parts of exact devices. The
measurement of symmetry deviation has
difficulties by main reason that there exist
problems to present the datum surfaces for
measurement. The real datum surfaces
itself have geometrical deviation. Second
problem is caused by circumstances that
symmetry deviation depends on greatly
from concrete production process.

This  paper  presents
uncertainty  estimation
symmetry measurement. Novelty is, that
model takes account also production
operation and simulation of uncertainty

measurement
model for
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estimation is achieved using Monte-Carlo
method.

For Monte-Carlo method is important to
have model of combined
measurement and production process as
cumulative probability function F(X).
Probability function F(X) is easy to bind to
the measurement uncertainty, which can
be found on the basis of uncertainty
estimation model. Each correction in the

exact

model has its uncertainty and those shall
to be estimated. Some of them can be
found through practical experiments and
some of them through calculation. Giving
various values for those components
depending on concrete operations can be
found model Ay, for various situations.
Main tasks of this work were to have
model suitable for use in practise This
model optimal
production operation, to have higher
accuracy of assemblies, to take account
mate detail in use and to give some
opinion which uncertainty components are
representative and how they acting in
practice.

Above allows to have higher production
and measurement capability.

allows to choose

2. MODEL OF SYMMETRY
MEASUREMENT

Symmetry deviation zone is limited by
two parallel planes, a distance Agy, apart,



symmetrically disposed about median
plane with respect to the datum [I].
Measurement scheme is shown in Fig 1.

a I B

Fig. 1. Symmetry measurement schema

On Fig. 1 line == - == -presents real details
symmetry axes, the datum is symmetry
axes for measure B and a and c are
measuring instruments for plane A and C.
Main problem is to find the ideal symmetry
axes for the measure B by measurement
procedure. This means that symmetry of
the measuring instrument for plane a and ¢
(Fig 1) shall be the same that symmetry
axes for measure B during movement
across the detail.

Symmetry deviation Agym can be
calculated initially through measuring
instruments a and C indication by
Equation:

Asym = max {B + a; + C;} (1)
where a; and ¢; are the measuring
instrument indications and B is the
reference value.

The symmetry measurement model can be
expressed exactly taking account influence
factors as follows:

y=X+Ky +Kg +Kye +Kge +

+ Koo ++Ksa + Ky (2)

where X is the measurement value of
measure Asym, Kmr 1S the correction from
the measuring instruments calibrations,
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Kre 1s the correction from the reading of
indication, Kpa is the correction from the
datum deviations, Kyr is the correction
from measurement force, Ksc is the ideal
symmetry axes deviation for measuring
instrument and Kgny 1s the correction from
the measuring environment.

For obtaining the real detail symmetry
value huge importance has the production
process which shall be added to the
Equation 2 as separate correction Kprop.

3. UNCERTAINTY OF SYMMETRY
MEASUREMENT

3.1 Uncertainty components

The designer gives often high accuracy
values for the tolerances for measures
including for the symmetry deviation. To
obtain realistic values in practice,
tolerances should be optimised and
uncertainty estimation would facilitate it.
Uncertainty estimation allows prioritising
the  factors including  producing,
measurements and testing possibilities and
measurement chain optimisation. During
measurement of parameters, components
having importance for uncertainty
estimation are involved with various sub-
parameters.

Uncertainty of symmetry deviation Agym
can be expressed through measurement
model (2) giving concrete values for the
influence components. For the batch of
detail Agm shall be included summary
uncertainty of production process.
Combined uncertainty model U(Agym) for
batch of details can be expressed as:
U(Asym) = g(l—meas, Ameas, Aprod, Ameth, Absurf,
AVBI)) (3)
where Lpe,s 18 the measuring instrument
indication, Apes 1S the measuring
instrument indication correction on base
of calibration, Aprq is the correction from
the production operations, Amen 1S the
correction taking account measurement
method, Apgusr 1S the correction from



datum surface determination and A.s 1S
correction from other various influence
factors.

3.2 Uncertainty components values

Uncertainty components presented in the
general model (3) have next sub-
components from influence factors Fi:

- caused by measuring instrument:
measuring instrument dimensional
parameters; environment and its variation
during the use of measuring instrument;

calibration procedure of measuring
instrument; measuring instrument
specificity and its behaviour during

measurement especially sensitivity and
stability;

- caused by production process: quality of
the production and technological process,
machining accuracy;

- caused by measurement method:
tolerances, object versus measuring
instrument, measurement force, symmetry
axes locating;

- caused by measurement object: design,
size, materials and chemical quantities and
tolerances, surface roughness;

- environment: humidity, temperature,
vibrations, noise, altitude, interference
fields, barometric pressure, pureness;

- human factor, operator: sensitivity,
competence, experience, commitment.
Above factors that influence to the
measurement can be shown as a structural
scheme in Figure 2. This is fundamental
for the further uncertainty estimation and
has great similarity with circuit boards
measurements handled in [2].

Parameters presented in Fig. 2 give
components, which have influence to the
uncertainty budget. The effect of some of
these components may be little as long as
they remain constant, but could affect
measurement results when they start
changing. For example, the variation of
datum can be particularly important.

3.3 Uncertainty components values
Combined uncertainty Ug is found through
the estimation of standard uncertainties

caused by individual factors Fi. shown in

art. 3.2.
Opera- Production Measuring
tor process instrument
Accuracy Design Calibration
Visual GPS Reading
acuity rounding
Attenti- Process Measure-
veness quality ment probe
dimensions
Commit- Environ- Environ-
ment ment ment and
variation
Compe- Machining Behaviour
tence accuracy during test

Measurement of symmetry deviation
Agym = f(F;), where F; are factors

Humidity Surface Object vs.
rough- measuring
ness instrument

Vibration Size Stability

Tempera- Design Measurement

ture force

Interferen- Tole- Datum

ce fields rances location

Pureness Material Probe

tolerances

Environ- Object Measurement

ment method

Fig. 2. Symmetry deviation influence
factors scheme. Uncertainty tree

Combined uncertainty Ug is calculated by
next equation:

2 2 2 2

_[Uprop T Upp + Uy +Uypr + 4

Ug = ) ) 4)
FUge +Uop)

In the Equation (4) are given the main
grouped factors accordingly to the model
(2). Each uncertainty component has a
concrete  sensitivity  coefficient. In
equation (4) sensitivity coefficients are
shown as 1, i.e. uncertainty components
are estimated on the same influence level.
In Table 1 is an example of uncertainty
components values given in structural
scheme in Fig.2 for one measure value of
object. The wvalues are estimations



collected  during  experience  and
measurements in the production process.

Fac- | Sub-uncertainty Uncertainty

tor F value U, pm

Uprop | Design 1
Process quality 1,5
Prod. accuracy 2

Unr Competence 1
Experience 1

Uit Dimensions of 1
probe
Calibration 2
Stability/behaviour 1

Umer | Datum locating 2
Measurement force 1
Stability 1

Ugnv | Vibration 0,5
Temperature 0,2

Uog; Material 0,5
Surface roughness 0,5

Table 1. Uncertainty components values
by Agym = 0,020 mm, U(Asym)= 0,005 mm

4. SIMULATION USING MONTE-
CARLO METHOD

4.1 Cumulative probability function for
symmetry measurement
Symmetry deviation simulation can be

presented using Monte-Carlo model as
F(X) = P(x), where F(X) is cumulative
probability  function and P(X) is
probability of symmetry deviation various
values. Probability can be linked to the
expanded uncertainty U, as P(X) = U(Agym)
and present as shown in Fig. 3.

Dependence uncertainty
components as P(X) = U(Aym) can be

from some
shown presenting various curves 1, 2, 3 up
to 1 as P(X) = U(Asym; Aifactor), Where
Aisfactor 18 symmetry deviation individual
component. of  symmetry
deviation measurement using Monte-Carlo

Simulation

method allows interpretation and optimisation
of the production process and
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measurement method. This is important to
achieve required statistical tolerances and
process capability indices C, and Cp for
batch of details.

P() = U(Asm)

1,0

0,5

0,0

»
»

Amin AmaX ASym

Fig. 3. Graph of dependence P(X)=Asym

5. CONCLUSION

Symmetry deviation has problems by
measurement caused by various influence
factors. Measurement result can be
exacted through uncertainty estimation.
Simulation of symmetry deviation
measurement is useful to carry out using
Monte-Carlo method which allows
interpretation and optimisation of the
production process and measurement
method.
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Abstract: The proposed paper is focused
on the problems of reducing losses of
resources at the start-up of new automated
factories caused by human shortcomings in
teamwork activities. The basis for research
IS a unique database of empirical studies of
human faults and mistakes at the design of
factory automation systems collected since
2006. It is shown that the most suitable tool
for teamwork analysis is the Dependencies
Structural Matrixes (DSM) system that
allows visualizing of the complexity of the
synergy relations between all team
members on the basis of the frequency and
amount of information interchange. The
mathematical treatment of DSM matrixes
enables us to form the most capable teams
and to schedule their activities. The
proposed approach may be easily
connected to the previous research on the

development of adaptive tools for
engineering design and quality
management.

Key words: factory automation,
engineering design, teamwork

management, synergy deployment, quality
assurance

1. INTRODUCTION

The losses of resources at the start-up of
new automated factories caused by human
shortcomings reach up to 5-10% of whole
investment costs and tend to increase with
the growing complexity of the control
systems. The key to reducing these losses
is the profound analysis of human
shortcomings in the automation systems
design teamwork.
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Nowadays the production process is
changing towards higher degrees of
automation and new solutions in control
systems technology. Automation systems
have been developed to be more universal,
being capable of controlling different types
of equipment; the requirements including
also reconfigurability, responsiveness and
flexibility [1]. In addition to that, advanced
functions such as optimization, scheduling
and planning are becoming an important
part of the process control system [2]. At
the same time the traditional barriers
between information, communication and
automation technologies are, in the
operational context, gradually
disappearing. The latest technologies,
including wireless networks, fieldbus
systems and asset management systems,
boost the efficiency of automation systems
[3]. On the other hand, a time specific
factory needs a peculiar automation system
configured from universal systems.
Manufacturing companies in their turn are
changing their production philosophies
shifting the focus from the manufacturing
of the physical product towards its life
cycle [4]. At the same time the need for
systems engineering is growing owing to a
steady increase in systems complexity. A
system can become more complex not only
from the engineering side but also due to
an increase in the amountof data,
variables, or the number of fields that are
involved in the design [5].

Despite everything, the key figures in this
overall change process are still human
beings with their personality’s cultural,
educational and technical backgrounds and
working habits. The research in the field of



socio-technical teamwork inefficiency due
to human shortcomings is a real possibility
to reduce the above-mentioned losses in
factory automation development costs.
Experience has shown that human
shortcomings can be treated as a result of
negative synergy in mutual or inner
communication of team members and also
due to the lack of competence [6]. The
synergy-based  approach to  factory
automation systems start-up difficulties is
comparatively  new, providing  an
opportunity to analyze the real reasons of
human-based start-up problems and to plan
the measures to avoid them.

From the purely technical side, the
reliability of a whole factory automation
system depends on the reliability of the
individual components, component
interactions and execution environment.
Reliability can also be viewed as quality
over time [7], where the lifetime of a
product or a system is divided into three
cycles: running-in, normal work and build-
up depreciation. In addition, the impact of
faults on reliability differs, depending on
how the system is used [8]. So, in reality
we meet a complex mix of technical and
human factors.

Due to the fact that in the development of a
multi-agent system the human being is still
the key figure, human-related problems
must be approached through psychology
and teamwork organization. Thus, the
management and development of skills and

competences in a decentralized
organization is becoming increasingly
important [3].

For the better integration of all these
matters the synergy-based approach is used
in the present research, which aims to
decrease the weaknesses and to boost the
beneficial features at joining technologies
and human activities.

2. EMPIRICAL STUDIES OF
TEAMWORK QUALITY

The firm basis of any research in the field
of effectiveness of human cooperation is its

reality database concerning empirical
studies of human shortcomings. The
existence of such a unique database gives
confidence in the reality and authenticity of
the results attained by theoretical research,
developed on this basis. The human
shortcomings database at the design of
factory automation systems has been
collected since 1999. This database covers
over 25 automated factories on three
continents, containing pulp and paper
mills, chemical and petrochemical plants
and power stations. In the calendar plan the
process of automated factory engineering
design covers the drafting of the general
description of the system, detailed task
description for system configuration and a
factory acceptance test. The human
shortcomings in the described above
procedures at the beginning of the research
up to year 2006 were classified as human
faults (misunderstanding each other and
negligence) and as mistakes (due to lack of
competence and absence of special
knowledge that can be found only in the
process of commissioning) [6]. For the
present research, considering the higher
level of control systems development a
new and more detailed database for the
years 2006-2011 was compiled. The
introduced advanced classification of
human shortcomings is shown in Fig. 1.
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F1
/| COMMUNICATION FAULTS
/ N F2
| FAULTS ¢ NEGLIGENCE
AY
| A F3
| OMITTED PROCEDURES
s
| M /.__LACK OF COMPETENCE

|
-
I/
SHORTCOMINGS l

/. M2
MISTAKES (. IMPOSSIBILITY OF PRE-
\ || DICTION THE VARIABLES

I\ \ SYSTEMS INTEGRATION
I'-,'-—'s— DISABILITY

|\ STRATEGIC
| . S1 -
| | MISCALCULATIONS'\, ™| CONTESTABLE DECISIONS

| Y 52

| CONTRIBUTION
UNDERRATE

| TECHNICAL
PROBLEMS

Fig. 1. Advanced classification of human
shortcomings

Human shortcomings in this new database
are divided into three main categories —
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faults, mistakes and strategic
miscalculations. Technical problems form
a separate category. Faults are wrong
decisions that have no justification. The
faults class F1 includes all
misunderstandings  in communication
between the client, consultant and the
design teams or between design team
members. F2  joins  together all
shortcomings connected with negligence.
All  transfers of unsuitable or late
information and documentation in the
design process are assorted into the faults
class F3.

Mistakes have a far more complicated
nature. To this category belong wrong
decisions M1, caused by lack of core
competence. Mistakes M2 are conditional
and are caused by the impossibility of
predicting the production process variables
at the moment of design and they may be
resolved in the course of further projects
activities. To the third class M3 belong
mistakes caused by system integration
disability that leads to the situation where
technologies cannot be integrated due to
their different level of development. A new
differentiated  category  of  human
shortcomings is strategic miscalculations S.
Contestable decisions S1 may be taken due
to temptation to use cheaper or simple
technical solutions that are not able to grant
the necessary operating ability and quality.
Contribution underrate S2 is a very spread
phenomenon in a highly competitive
society when under market pressure unreal
obligations are accepted. A special
category here is that of technical problems

T which involve classical reliability
problems.
The real database consists of the

information about how the shortcomings
were discovered and it may not always
describe the real nature of the shortcoming
but only its symptoms. Therefore, a
thorough analysis of the current situation is
often required when a shortcoming has
occurred in order to reveal its real reason.

In Fig. 2 the statistics of shortcomings
for factory automation systems design and
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application on the Factory Acceptance Test
(FAT) level for one of the latest factory
automation projects is presented. For
obvious reasons the factory is confidential.
However, it is necessary to say that the
statistics for different automation projects
are quite similar and naturally depend on
the competence of the team.

Fig.2. Statistics of shortcomings for the
design of factory automation systems

Misunderstandings in communication F1,
negligence faults F2, and documentation
transfer failures F3 constitute more than
50% of all shortcomings. These faults are
usually clarified during the FAT, but it
takes a lot of time and resources. F1 type
of faults arises due to lack of
communication, where all necessary
information is not handed over from one
group to another and the latter works out a
solution without exact knowledge. This
group also includes the not discussed
items, when different persons or working
groups understand the solutions in different

ways. Negligence faults F2 usually
comprise  mistakes in  copying the
documents, graphic configurations or

application items and also faults due to not
reading the documents carefully. Faults F3
cause the biggest resource and time losses
as unsuitable information leads to extra
work, which easily compromises the time
schedule and budget issues. The usual fault



in category F3 is missing information in
documents or not meeting the document

delivery deadlines, which leads to
problems with the deployment of
manpower and being late.

Mistakes due to lack of necessary

competence M1, the failures of presaging
the wvariables M2 and the system
integration disability M3 make up 30 % of
total shortcomings. Mistakes are more
difficult to avoid as individual and overall
competence levels have to be identified
before the start of the project. Mistakes M1
are caused by lack of team members’
personal competence and sometimes they
may become evident only during the
virtual testing of systems. However, the
missing competence can be usually found
inside the team and the problems can be
solved. The M2 types of mistakes are more
difficult to discover and fix due to
unavailable competence in the specific
area. The need for possible modifications
may arise not before the design of sub-
processes or testing of the configured
software. Some variables of processes can
be evaluated only during the process of
commissioning the new automated factory.
The solving of this kind of problems
requires a high level of overall competence
and flexibility from all the working groups
involved and depending on the level of
complexity it can be very time-consuming.
The system integration problems M3 are
mainly related to system hard- and
software, where the stage of development
of different systems varies and does not
always consider all the requirements from
the subsystems involved. Incomplete
testing of different subsystem integration
can lead to significant losses in time and
resources as new solutions have to be
contrived in a very short time.

Even the quantity of  strategic
miscalculations S is smaller than faults F
and mistakes M, their impact on the whole
project can be significantly bigger as a
considerable number of process areas
might be involved. Contestable decisions
S1 usually occur, when the work packages
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for certain groups are relatively big and a
temptation may arise to increase the profit
at the expense of small sub-items. The S2
types of problems are caused by market
pressure, when the project-oriented
companies are unable to schedule their
work effectively. Trying to survive on the
market, they need to accept all the orders
and hope that somebody else’s delay will
open up an opportunity for them. The ratio
of technical problems is trivial and consists
mainly of system hardware failures.

3. DEPLOYMENT OF SYNERGY
DEPENDENCIES IN TEAMWORK

The main goal of the synergy-based
analysis of multi-agent systems is to find a
design methodology that would be able to
highlight and amplify positive synergy and
prevent mismatches caused by the negative
synergy of technologies and in teamwork.
The growth of positive synergy does not
work by itself, but only by a systematic
synergy-based approach to systems design.
The search for a powerful tool for
describing human relations and grouping
them on the basis of their cooperation
capabilities has proved that the most
suitable tool for that is the Dependencies
Structural Matrix (DSM) system that
allows visualizing all the complexity of the
relations between all team members [9].

Fig. 3 presents a matrix of personal
activities during the design of a typical
factory automation system project ending
with FAT. First of all, the owner names
responsible persons in his team to keep
watch on the progress of building a new
production plant and to transfer his own
requirements and necessary competence
from the already existing production. Next,
to run the project a consultant company is
hired to integrate all efforts of project
groups. The task of the consultancy group
is to forward the owner’s requirements to
the process supplier(s).  After that, it is
necessary to collect the resound data from
the process supplier(s), convert them to the
required format, get approval from the



owner and give this input information to
the automation supplier. Then the
automation  supplier  starts  system
configuration, including application
software programming, human-machine
interface and process interfaces
configuration.

At compiling the matrix, all inputs/persons
must be preliminarily numbered in order to
involve synergy relations between persons
in the matrix. Therefore, the numbers of
inputs must be the same on vertical and
horizontal axes. The number of inputs is
practically not limited and depends only on
the complexity of the project. It is
comparatively easy to introduce the
synergy dimension into the matrixes to
empower teamwork capability through the
evaluation of synergy interactions between
persons involved. The interactions strength
is characterised on a 3-step scale: 0 -
indifferent (left blank), 1- interaction is
moderate and 2 - interaction is strong.
Here, the direction of interaction is very
important and in case the results of the
previously completed task are used in the
following one, only the first should be
written into the matrix. The treatment of
matrixes by hand or mathematically
enables to form the most capable teams and
to schedule their activities [10], [11].

The practical use of matrix for growing the
The practical use of the matrix for growing
synergy in teamwork depends on the
selected scope of the matrix information. If
to take the whole matrix, then there
dominate recommendations of a general
nature. For example, it is possible to
prevent the faults F by setting the
communication procedures and sharing the
responsibilities. Also, personal motivation
is important. Although more difficult, it is
possible to obviate the mistakes M by
training and upgrading the personnel and
involving qualified consultants into the
teams. The strategic miscalculations S can
only be minimised during business
negotiations specifying the needs very
precisely and stipulating the project plan
on a detailed level.

If the scope is addressed to the concrete
working group, teamwork interactions
dominate. Synergy building inside the team
starts with the hierarchy structure and clear
tasks on every level. The structure of
communication inside the teams is highly
interdependent as it is shown in Fig. 3.
Financial and technical tasks and rules
must be very clearly defined. The result is
affected by personal relationships between
team members. The overall scheduling of
the work is important as the next group

Task Name Level 112(3]4]5 | 617 (8]9]10(11(12|13|14(15(16|17|18(19|20
Project manager 1 1 2 Owner 1
Technical leader 1 2| 2 2|2 2
Automation and instrumentation specialist 1 3112 2 3
Process specialist 1 411122 4
Project manager 2 5/ 2|1 2 Consultant 5
Automation leader 2 6|1|2|2|2]2 212 6
Automation Designer 1 2 7 1{1(1]11]2 2 7
Automation Designer 2 2 8 1]1111(1|2]2 8
Project manager 3 9121 211 2121 Process Suppliers 9
Process Designer 3 |10 22| 2 2|2 2 2 1 10
Instrumentation Designer 3 (11 2121 212 212 1 11
Project manager 3 |12 2|1 2|1 1 2|2 12
Process Designer 3 |13 22| 2 2 2 1 2 2 13
Instrumentation Designer 3 |14 2121 2 2 112(2 Automation Supplier |14
Project Manager 4 15[ 2|1 2|1 1 1 211f(1f2]1]15
Lead Engineer 4 J16( 1222|121 |1|1]2|2(|1|2]|2]|2 2 1] 2]|16
Graphics Designer 4 117 1({1(1 1 2 1 1 112 211 1|17
Configuration Engineer 1 4 118 1111 112 211 1(2]2 11118
Configuration Engineer 2 4 119 1111 1 2 2111122 1(19
System and Hardware Engineer 4 120 1({1(1 2111 12 1{2(1]12]|1f1(1 20
1(213)|14|5(6(7|8]9]10(11(12|13|14|15|16(17|18]|19]|20

Fig. 3. The DSM of personal relations in teamwork
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can start their work after the previous has
finished their task. However, scheduling
does not exclude later clarification of the
task or even modifications caused by new
knowledge obtained during the project, but
these activities cannot be fixed in the
matrix.

The last scope is personal relations. In this
sphere competence, psychological and
cognitive dimensions dominate in parallel.
On this level soft computing tools are
useful for marking ways to better synergy.

4. CONCLUSIONS

The Dependencies Structural Matrix
System is a capable tool for visualizing
synergy relations between development
project groups, in information interchange
during group teamwork and in group
member’s personal relations. The proposed
approach may be easily connected to the
previous research into the development of
adaptive methods for engineering design
and quality management. As a result, it is
possible to form a total quality assurance
system where the competence of the teams
and their members can be fully exploited.
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Abstract: A firm must plan its
manufacturing activities at a variety of
levels and operate these as a system.
Manufacturing planning and scheduling
has attracted an increasing amount of
attention from both the academia and the
industry in the past decade. This study
aims to develop a better understanding of
the production planning problems for low-
volume and make-to-order production for
engineering industry. The proposed
models based on mathematical
programming. The time horizon splitting
approach is proposed, where the whole
planning task is decomposed into
hierarchy of sub-problems

Key words: manufacturing planning,
multi- step and multilevel planning

1. INTRODUCTION

The ability to model a manufacture
planning process adequately is a critical
success factor for an enterprise. The
reason for this is twofold. First, it reflects
the pressure faced by enterprises to
improve effectiveness. Second, it is driven
by the advances of related modelling and
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solution techniques, as well as the growing
computational power. It is typical that
manufacturing planning ( [3,4,5 ] ) models
are based on mathematical programming
approach.

This study aims to develop a better
understanding of the production planning
problems for engineering industry.

2. AMASTER PRODUCTION
SCHEDULE (MPS)

In practice manufacturing planning
involves a sequence of decisions that are
made over time and results of planning are
generally called the Master Production
Schedule (MPS) [1, 2 ] ,The accuracy of
MPS affects the effectiveness of
enterprise. Due to software limitations,
MPS do not include every aspect of
production, the choice of what to model
varies among used planning systems and
companies.

MPS sets the quantity of each end item to
be completed in each time period of a
planning horizon. The simple example
(Figure 1)  illustrate  the  MPS.



Period [ Period | Period3 | Period
1 2 4
Product A
Inventory I, ‘ I, | 5 8 3 10 I
Safety stocks, 3 3 5 3
LotsizeQ, 16 23 27 12
Demandd, 23 35 35 25
Amount sold 5; 30 30 30 30
Backorder b,
Amount produced X 33 47 35 25
Product B
Inventory I, ‘ I, | 10 10 10 10 10
Safety stock s, 10 10 10 10
Lotsize O, 15 15 15 15
Demand d; 20 20 20 20
Amount sold 5, 30 30 30 30
Backorder 5,
Amount produced X 30 30 30 30

Figure 1. An example of MPS

For each product and each time period in
MPS the following system on constraints
must be satisfied:
I, +X, =S5, =1,
{Si <d; —b
Regarding enterprise resource planning
(ERP) systems the MPS is usually used as
information basis to integrate different
planning tasks.
To formulate a MPS, the major issue is
how to represent the planning time. The
basic idea is to take manufacturing
planning problem for given time horizon
and somehow break it down into time
intervals.

(1)

The key is the selection of the time interval
duration, which presents a trade-off
between the solution quality and the
computational requirement.

The entire process of planning is
interconnected. We cannot make optimum
plan by considering each decision in
isolation. The main point is that the
various levels could be addressed with
different tools and assumption, but must be
linked.
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The most widely employed strategy to
overcome the computational difficulty for
the large models is the multilevel-
planning, based on idea of decomposition.
Several decision levels are distinguished.
The wupper-level planning horizon is
relatively long, and the number of time
intervals is large. On lower level smaller
sub-problems, can be solved, and they
reduce the problem complexity and the
solution time.

For multilevel planning the time horizon
splitting approach is proposed, where the
whole planning task is decomposed into
hierarchy of sub-problems with shorter
time horizons and correspondingly also
with shorter time intervals (periods).

3. AGGREGATE PLANNING

Aggregate planning is concerned with the
determination of production, inventory,
and work force levels to meet demands
over a planning horizon. In the broad
sense, the aggregate-planning (AP) [1,3 ]
has the following characteristics:

e a time horizon of about 12 months, with
updating of the plan on a periodic basis;



e a variety of management objectives are
used: low inventories, high profit, low
costs, good customer service etc;

e resources are considered fixed, limited
and shared.

Since it is usually impossible to consider
every detail associated with the production
planning for a long planning horizon, it is
mandatory to aggregate the information
being processed. The aggregation leads to
mathematical models of smaller size and
requires less computational effort for
solution. For aggregation for example the
units in the plant are grouped into
departments and the products into families
of products, etc.

Once the aggregate production plan is
generated, the next level planning models
are used for shorter time horizons and
intervals.

On the lower levels additionally the
scheduling models could be used for
preparation of production recipes, which
specify the sequences of tasks to be
performed in each equipment for products
given, and the timing of each task.

The most common techniques being used
for solution of manufacturing planning
problems are linear programming,
nonlinear programming and genetic
algorithms [ 1 , 3]. Especially Linear
Programming and Mixed Integer
programming approaches have become
widely used methods to a variety of real-
world planning problems, because their
extensive modelling capabilities.

We introduce the following notations for
model of AP:

i = An index of product, i=1,....,m, where
m the total number of products

j = An index of workstation, j=1,.....,n,
where n total number of workstations
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t = An index of time period, where
t=1,2,.....,tl, where tl is the planning
horizon

di™ , d"= Maximum and minimum
demand for product i in period t

a; = Time required on workstation j to

produce one unit of product i

¢, = Capacity of workstation j in period t
in units consistent with those used to
define a;

h, =

Holding cost to carry a unit of
inventory for one period

C, = Unit production cost product
s, = Selling price of product i

X, = Quantity of product i produced

during period t
S, = Quantity of product i sold during
period t
I, = Inventory of product i at the end of
period t.
For protection from disturbances the
constraints for a safety stock are
recommended to use:

I, =2S,,i=1,mt=0tl.
Xi» Sy, | are decision variables, (data

of MPS), other symbols are representing
input data.

We can give a linear programming
formulation of the problem to maximize
net profit subject to upper and lower
bounds on sales and capacity constraints:



. m
Max P(Y 3 s %S, —C* X, —h *(1, + X, /2)

t=1 i=l
subject to:

min max
dit < Si'( < dit

m

Zaij *Xit SCjt

i=1

Iit = Iit—l +Xit _Sit
Iit Zsit’

X, Sys 1, =0

it » it»

X, Sy, I, areinteger

Basic formulation contains only capacity
constraints for the workstations. In some
situations the other resources, such as
people, raw materials, transport device,
allowed maximum for inventory, etc may
be important determinants.

Additionally to basic model the economic
order quantity and corresponding lot
sizeQ; (table fig 1) could be determined

using well-known formula EOQ [ 1 ].
The determination of optimal Q, could

be included into model (2) as decision
variables. The objective function for this
case must include the costs for set up and
holding. Additionally in the constraints

m

Zaij * Xy < the times for setup must
i=1
be included.

For improved model the non linear
planning methods must be used. For
small series batch production the genetic
algorithms are recommended to use [ 2,
6,71].

The results of planning are insensitive to
the optimal Q, and it is recommended to

substitute values of lot size using
organizational recommendations [1].

2

forall it
for all j,t
forallit

foralli=1,..,m;t =0..1l

for all i.t.
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4. COMPUTATIONAL EFFICIENCY
OF PLANNING MODEL

One of the most important issues in the
application of planning techniques lies in
the computational efficiency, since
realistic problems often lead to large
models. In computer science, the time
complexity of an algorithm quantifies the
amount of time taken by an algorithm to
run as a function of the size of the input
to the problem.

For the planning models it means that the
solution time scales in the worst case
exponentially as the problem size
Increases.

A variety of modelling approaches are
developed to overcome the computational
difficulty in the solution of real-world
problems.

Empirical experience shows that the
number of computational time of a
standard linear program with m
constraints and n variables is found to
vary approximately in relation to the cube
of the number of constraints in the
problem (m3).

For example, if we try to estimate the
computational time for planning with
time horizon 1 year  for medium
enterprise ( producing 6 families of



products in 6 different department) then
if for time periods 1 quarter the planning
takes 1 unit of computational time, then
for time periods 1 month it takes 17 units
and for planning with time periods 1
week — 1728 units.

5. MULTISTEP PLANNING

Planning involve a sequence of decisions
that are made over time. The initial
decision is followed by a second, the
second by a third, and so on.

For multi-step planning the dynamic
planning (DP) approach could be used.
Original definition of DP is "planning
over time." This is in contrast to
manufacturing planning models based on
traditional mathematical programming
that often describe static decisions.

The characteristics of a problem that can
be solved using DP are the following:
problem can be divided into
stages (time intervals)
you make a decision at each stage
the decision you make affects the
state for the next stage
there is a recursive relationship
between the value of the decision at the

stage and the previously found optima.

In general the key idea behind DP is quite
simple, to solve a given problem, we
need to solve different parts of the
problem, then combine the solutions to
reach an overall solution. The DP
approach seeks to solve each sub-
problem only once, thus reducing the
number of computations. This is
especially useful when the number of
repeating sub-problems is large. For DP
approach we must follows the procedure
to formulate the solution to a problem
recursively in terms of its planning
problems for different time periods, We
can reformulate the problem in a bottom-
up fashion: to solve the sub-problem for
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first period and use the solution to build-
on solutions to next time period . This is
also usually done in a tabular form by
iteratively generating the set of solutions
for problems.

Modelling requires definitions of states
of the manufacturing system as well as
the specification of a measure of
effectiveness. = The state of the
manufacturing system is described by
states of inventory, the constraints (1)
must be satisfied for each step.

The multi-step planning task could be
formulated as follows:

For first step task is similar to he task (2)
the maximum profit P, and the X, are

found for different I, for given |, and

d,. The following steps used the results
of previous steps

For step I we have recursively the
formulation :

S, = max(s, *S, —C, * X —h, *(I, +X%)+maxPH)

DP has put the best advantage when the
decision set is bounded and discrete, and
the objective function is nonlinear.

CONCLUSIONS

A novel and more complex approach for
the manufacturing planning optimization
framework to real-world  problems is
proposed.

Multi-stage production planning is a
promising candidate subject for future
research. Due to the ubiquitous presence
of unpredictable disturbances in the
manufacturing environment, for example,
uncertainty in processing times, prices,
changes in demands, and equipment
failure/breakdown, it is of paramount
importance to be able to adjust the
current plan upon realization of uncertain



parameters or occurrence of unexpected
events, which is called re-planning.
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Abstract: This article discusses the
company's  production  performance
evaluation system, which is based on the
strategic objectives of a production
company. Key performance indicators for
shaping the company's manufacturing
operations are formed into a matrix that
describes the level of strategic planning
in production performance. Production
performance evaluation system is a
resultant tracking model that aids the
company to react quickly to changes in
business environment, while maintaining
security of supply, quality and
profitability of production operations.
Key words: production performance
evaluation system, Balanced Scorecard,
business strategy, corporate performance
monitoring system.

1. INTRODUCTION

Clearly formulated long-term objectives

and successful execution are a
prerequisite of company’s success.
Industrial design of corporate

performance starts with the company's
vision, mission and strategic objectives,
and appears in enterprise's performance
indicators, which are divided into
different, sometimes linked sub-plans,
based on substantive and temporal
aspects of the performance matrix. In
terms of executing plans, it is important
that the intentions, activities, resources,
and objectives harmonize. Otherwise, our
intentions will remain wishful thinking
and cannot be implemented in real life. In
order to ensure the implementation of
flexible planning, transparency and rapid
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response to changes, the processes need
to be monitored continuously. Corporate
performance  monitoring  system s
connecting planning and execution levels
of business processes into a coherent
whole, for comparing business link-level
planning targets and actual results, and
identifying the causes of deviations.

2. CORPORATE OBJECTIVES AND
STRATEGIES

Company's strategic objectives are based
on the mission, which describes the
company's main objective for existence
[1]. In addition to the main objective, the
company needs to define its core values
that reflect the nature of the organization.
Company's core purpose and core values
do not change over time; they define the
purpose and nature of corporate
existence.

Strategy is developed based on the
analysis of the operating environment the
company is in, which allows describing
the current situation and forecasting the
future. The concept of corporate strategy
is based on the company's core purpose,
core values and vision. The developed
strategy is a systematic understanding of
organizational goals confronted with the
resulting action perspectives that stem
from the organization and its
environmental analysis. Unfortunately,
generally and abstractly formulated
vision, mission and strategic goals
depend on the verbal formation, that can
be influenced by wishful thinking of the
management. It is important to establish
connections between the development



and formulation of corporate strategy and
its implementation [2, 3].
One instrument for strategic
communication is the Balanced Scorecard
that links performance metrics, derived
from enterprise strategy, with the
company's vision and strategic critical
success-factors, objectives and resources
through the four points [4]. Balanced
Scorecard is a central communication
instrument for strategic management
process. The main idea of the
measurement model is linking company's
financial objectives with operational
aspects of business such as customers,
internal  processes,  learning  and
development. Four aspects of Kaplan and
Norton must be considered as a general
model that can be used in many different
fields within a binding framework [5].
Every company has to shape its design
perspectives based on the specifics of its
operations that are of strategic
importance in terms of its activity [6].
Production Company's operations have
three key elements:
e commercial aspect- earnings
profitability of the operations,
e technological aspect- manufacturing
operations efficiency,
e aspect of knowledge and skills- staff
development etc.
Two types of chains and, consequently,
two different strategies can be
distinguished when setting objectives and
formulating strategy for the
manufacturing plant: the strategy of
revenue growth and the strategy of
productivity growth. Revenue growth
strategy puts the emphasis on the market,
products, customers and  market
segments. Origin for the revenue growth
strategy development is in the sales
department. Productivity growth strategy
puts the emphasis on the company's
manufacturing  operations and on
improving  efficiency through the
optimization of manufacturing processes,
and improving technologies and the
response to appearing problems [7,8].

and
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For reaching the target, company may use
a variety of strategies. Planning is
primarily responsible for the development
and evaluation of possible alternatives.
Evaluation criteria of alternatives are
based on corporate objectives. [9]

2.2 Connections between performance
indicators and the development plans
Industrial design of corporate
performance is closely linked to setting

objectives and decision-making.
Production  Company's  performance
design parameters are written on

production performance design matrix

[Fig. 1], which is the base for the

company's production plans, and are

divided into different, sometimes inter-
linked sub-plans.

From a chronological point of view, we

can distinguish from the productivity

design matrix:

o strategic-level indicators, which are
primarily targeted to develop the long-
term framework conditions for the
enterprise;

o tactical level indicators, that are
targeted to create the conditions for
the implementation of strategic plans;

e operation-level indicators, that are
aimed to use the conditions created at
the tactical level.

Functional distribution is a mostly used

way for distinguishing performance

design indicators. It is based on the
company's value creation process, where
in the centre there are the core business
processes: purchasing, sales, production,
and relations between them. For larger

companies, also the production unit
layers are distinguished: workshop,
factory, or even production-line layers.
Functional distribution is originating
from the company structure and
management level.

From activity-process view, we can
distribute  production indicators and
planning aspects as: input-, output- and

process-driven aspects.



Production input planning can also be

program, based on market demand

[ ]
viewed as a planning for preparedness (the client's needs and the company's
of production potential. Production production potential). The production
potential includes production factors, planning program is closely related to
resources and materials needed for demand forecasting and technology
production operations. development.
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Process management
principles

WEIGTH |SERIES

Size of series

Syncronization of flow production

Buffer planning

Fig. 1. Company's production performance design matrix

3 A CONCEPT FOR EVALUATING
MANUFACTURING PLANT
PERFORMANCE

For executing plans, it is important that
the intentions, activities, resources, and
objectives are harmonious to each other.
From business point of view, it is
profitability of action that is important,
however, from customer's perspective
security of supply and quality is of
greatest importance. In today's business
environment, the company must be able
to interrupt the production process
without any major additional costs in
order to rearrange the ordering of
production. From production planning
and actual results monitoring point of
view, such characteristics as profitability,
security of supply and quality acquire
great importance. To link these processes
efficiently, processes need to be:

e transparent, to ensure a timely
assessment of process
performance in real time,

o flexible, for a quick decision
making according to registered
processes performance indicators.

From process management point of view,
it is important that the process would be
structured so that it would be possible to
affect the course of the process in time.
To ensure flexibility and transparency of
its manufacturing processes, we need to
be able to evaluate the performance of
our processes in real-time, in order to
make quick decisions [10].

Key Performance Indicator (KPI)
provides business with an overview of
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the company's production performance
[11], which forms a system from three
different aspects: product and production
program, production potential and
production process. This system is
company's activity-specific and depends
on the company's business technology
and economic performance. Company-
specific performance indicators system
serve as a basis for forming activity
plans, which must ensure compliance
with  corporate  key  performance
indicators and thus guarantee
achievement of business objectives.

Besides planning, it is also of high
importance to  monitor  production
performance. To ensure transparency, and
flexible response to changes in processes,

continuous  monitoring is  needed.
Production  performance  monitoring
system is responsible for continuous

monitoring and control execution of the
production plans. Production tracking
system is directly connected to the level
of automation, which enables real-time
process monitoring and control.

Company's  production  performance
monitoring indicators system (Fig. 2.) is
binding the levels of planning and
execution. It is activity performance
monitoring decision-making model that
creates a link between the scheduled and
actual comparisons, and helps to
investigate the cause of deviations. This
integral model originates from company's
objectives, activity-specifics and
technological and economical capacities.




INNER PROCESS ASPECTS OF
THE BALANCED SCORECARD

PRODUCT
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Fig. 2. Production performance monitoring system

4. CONCLUSION

From the company's point of view,
establishing holistic control system for
monitoring its performance is critical to
the success of the company. The system
design is based on the company's
manufacturing strategy necessary to
achieve their goals and plans for activities
and resources, which are necessary for
achieving goals that are based on
production key indicators. To ensure the
production activity transparency and
flexibility, companies must evaluate their
processes in real time in order to make
quick decisions.

Production performance indicators are the
basis for objective planning for achieving
company's production plans. Company's
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production goals, operational plans and
performance monitoring system must
form a holistic unity, which is based on
the company's activity specificity, the
production characteristics, the strategic
objectives and critical success factors.
Process-specific activities™ key indicators
will help the company to evaluate the
effectiveness of key processes and its
performance.

Performance tracking system helps the
company to create a specific action-
decision model, which a business needs
to maintain flexibility and react quickly
to environmental changes in today's
rapidly changing business environment.
The decision-making model will help the
company to make quick and right
decisions, make new plans or make
changes to existing plans. The company



shall have at all times an overview of the
company's production activities in order
to maintain high product quality, security
of supply and production profitability.
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WORKPLACE PERFORMANCE AND CAPABILITY
OPTIMIZATION IN THE INTEGRATED MANUFACTURING

Léun, K.; Riives, J. & Otto, T.

Abstract:  Globalization and  higher
competition sets companies a demand to
search for possibilities how to improve
performance and competitiveness. Main
resources influencing company’s
performance are human resources and
their skills and competences and machine
tools with their technological possibilities.
Human resources with their skills and
competences and machine tools with their
technological possibilities form
technological capability of workplace. In
this article, role of workplace as one key
parameter in formation of company’s
performance and  competitiveness  is
analysed.

Key words: production capacity, factory of
the future, workplace, lead time, lean
manufacturing, optimization of resources.

1. INTRODUCTION

In nowadays, manufacturing enterprises
have to meet a hard competition and
increasing global demands for more
functional products with higher quality.
This has caused changes from traditional
order fulfilling structures to demand-
driven, customized manufacturing with
lower waste and “Lean” and “Green”
principles introducing, often referred to as
the Factory of the Future (FoF) [1].

A company is an entire system that has to
find the most effective and efficient ways
to use its resources and carry out activities
for continual improvement with an aim to
be competitive and efficient. The aim of all
organisations is profitability and therefore
to create outputs that are worth more than
the inputs.
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Company’s performance directly depends
on the management of value -creation
processes: the performance is generated by
the efficacy of goods-and-services
production processes, associated with
external factors of market positioning [2].
This starts from the performance of the
workplaces. In the current article the
methods and tools for workplace
performance optimization are given.

2. ROLE OF AWORKPLACE IN
PRODUCTION SYSTEM
EFFICIENCY

The performance of the goods-and-services

production system [3, 4] is generated by

single workplaces. The performance of
workplaces is  generated by  the
competencies available, depending on two
main factors: (i) the levels of competencies
available and (ii) the ability to allocate and
coordinate competencies along business
processes [2]. Another factor influencing
performance of a production system is
technological possibilities of machine
tools. Research carried out in the

framework of INNOMET-EST project [5]

showed that technological level of the

company and existing competences [6]

have direct impact on productivity,

competitiveness and sustainability of an
organization [7]. Engineering of production
systems is described in literature [4, 8] and
product manufacturing process and

structure of production times in [9].

Workplace is a part of production system

that plays certain role in product’s

manufacturing process. This role is
described by (i) technological possibilities
of machine tools and (ii) competences



(knowledge, skills and personal abilities)
of personnel [6]. Together these form
capability of workplace that is an important
parameter in production planning process
[10].

Manufacturing time is a sum of times of
different  operations  belonging  to
production process: processing, assembly,
setup, transport, measurement and control,
time for ancillary actions as cleaning, etc,
and idle time. If we look at production
process in wider concept, not only as pure
manufacturing process, times for order
revision, technological preparation and
design, materials purchasing, storage,
delivery, etc are added. Main operations of
production process, where tangible assets
are created, are manufacturing and
assembly, but also surface processing
operations. Operations in production in
which value is created, are manufacturing
and assembly. Non-productive operations
occur with manufacturing process [11].
With an aim to minimize time for non-
productive operations, lean production
principles are implemented [12]. Main
typical places and causes for occurrence of
non-productive times are:

- Machine-tool and its technological
possibilities (e.g. automation rate,
spindle speed range, work piece and
cutting tool changing time, rapid

traverse, etc);

Worker and its competences;

Workplace organization;

Organization of work in manufacturing
unit;

Order handling process (procurement,
variability in processes, prevention of
non-conformities etc).

Non-productive times in some extent are
unavoidable, but every organization should
seek for possibilities to minimize them.
Workplace is an important part of the
production system. Describing workplace,
important characteristics are its location,
place in  production system and
technological capabilities of workplace
[13]. Technological capabilities of the
workplace are a sum of technological
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possibilities of the machine tool and
competences of the worker. Location of
workplace is important in the viewpoint of
estimating alternative routes. In case of
network manufacturing, location of a
workplace in the same route could be also
in some other company. Usually,
alternative workplaces are possible to use.
To minimise transport time, locations of
workplaces should be as close to each other
as possible or single-level processing
should be used [10]. In the viewpoint of
optimal use of technological resources, the
most appropriate resource for a certain
operation should be used. For describing a
workplace, two indicators are used, which
are also used for initial estimating
expediency of the route (see eq. 1).
W={P,M}i=12.,m (1),
where W — workplace, P — location of
workplace; M — machine tool, i — number
of locations and machine tools.
We assume that there is one machine tool
with certain technological possibilities in
one workplace. Technological possibilities
of a machine tool give preconditions to
carry out certain operations and processing
of the detail [14]. If technological
possibilities are not appropriate for
processing requirements (e.g. shape of
surfaces, accuracy of processing etc), then
this machine tool cannot be used for the
operation [13, 14]. In the same time,
technological possibilities of a machine
tool are not possible to use without
competences of a machine tool operator.
List of competences is formed by
combination of technological possibilities
of a machine tool and operations needed to
process a certain product. Technological
possibilities of machine tool and
competences of machine tool operator
determine workplace capability (see eq. 2).

C=«{V},{K}) (2)
where C — workplace capability, V' —
technological possibilities of machine tool,
K — competences of machine tool operator.



Processing time depends on main and
ancillary times that are directly connected
to technological possibilities of machine
tool and competences needed to use them.
The aim is to minimize machining time
that creates preconditions to minimize net
value of the operation and cost and
duration of processing.

Estimation about
workplace’s
capability

—

Technological Competences
possibilities of of a machine
a machine tool tool operator

Workplace’s capacity creates preconditions
for achieving efficient realization of

manufacturing operation (see fig.1). In case
of insufficient conditions, it would be more
reasonable not to take the order or consider
the possibility of outsourcing. The more
complicated and complex are the products,
the more actual and effective could be
network manufacturing [14, 15].

Production system

Workplace 1

Workplace n

Workplace's
effectiveness

A

In time realization of work task

Ratio of work tasks realized in due and
over due

Percentage of non-productive times in
production process

Quality of product

Percentage of rejected products
Percentage of improvements started due
to suggestions done by workplace
operators

e efc.

Fig.1. Description of capacity and effectiveness of a workplace

3. OPTIMIZATION OF
WORKPLACE EFFECTIVENESS

Estimating the rate of fulfilment of
strategic objectives, determining Critical
Success Factors (CFS) and related Key
Performance Indicators (KPI) is essential
[16, 17, 18]. Roots of the effectiveness of a
workplace lie in production planning and
are realized via order handling process in
different workplaces. Production planning
task becomes even more difficult as
manufactured products are often quite
different by complexity and technology.
Additional costs typically are caused by
poor  organisation  of  production,
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unpractical production and
incompetence of workers.

In [10] was described event and process
engineering design model proceeding from
the needed complexity. The basic loops in
this model are:

- requirement loop, defining
technological possibilities/competences
needed for order fulfilling; it associates
these with existing possibilities /
competences and production system
technological capabilities;

behaviour loop, observing performance
level (activities) according to order
fulfilment measures of efficiency and

structures,



compares outputs with expert estimation

of system capability.
Requirement loop is a tool of planning. It
determines requirements for realizing a
certain operation in a workplace.
Researches [5, 11] have shown that
productivity of a workplace decreases in
case of lack of needed competences. The
necessity for competences depends on
complexity of work tasks [6, 7]. To carry
out tasks successfully and with high
productivity, level of existing competences
has to be higher or at least equal of the
level of competences needed. If not so, a
company should calculate the rationality of
accepting this order. One rational way
would be outsourcing the order (fully or
partially). Preconditions for development
of network manufacturing are good
overview about technological possibilities
of partner companies, efficient tools for
offer and order management and efficient
collaboration = with  partners [10].
Additionally, actual level of technological
possibilities has to be equal or somewhat
higher of the level of technological
possibilities needed for manufacturing the
product [13]. To analyse impact of
different technological parameters of a
machine tool to the criteria of effectiveness
(e.g. productivity or net value), the method
of Lagrange multipliers could be used [19].

A

Importance

A 4

Complexity and high cost of technologies

creates the necessity for network
manufacturing. Behaviour loop is for
measuring work efficiency and for

realizing continual improvement principles
(see Fig. 2). KPI-s are planned for
workplaces taking into account the
competences of the operator and
technological possibilities of the machine
tool of this workplace. We have
transformation process where inputs
(competences, technological possibilities)
become outputs as the result of processes
taking place in workplace. Typical outputs
demonstrating effectiveness and efficiency
of the process are quality, productivity
(number of products produced in certain
time), net value of the product etc. In
reality, deviations may occur, so planned
outputs are not achieved: quality non-
conformances, time overlapping, resource
overlapping etc. These losses have
negative impact on the performance, e.g.
nonconforming quality means increase of
costs because of re-processing or
producing new product and/or exceeding
time limits. Therefore estimating the
performance and analysing the results is
very important.

Diagnostics
of
performance

Performance
indicators

Setting and prioritizing new
objectives

A
Achieved results

y

Analysis of experiences

a — acceptable limits
b — deviations and their essence

Fig.2. Behaviour Loop interpretation
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These losses can be estimated by following
quadratic loss function (see eq.3) [20].

L) = K [(-m)’ + o] 3)

where L is the loss, K= A/ A, A — loss per
unit item, 4 = upper tolerance limit / lower
tolerance limit, ¥, ¢ — the mean and
standard deviation of the capability,
respectively, m — target value.

Additional costs are caused by defects or
scrap that occurs after processing and their
correction means extra cost because of
rework.

To avoid excessive costs, performance
indicators should be determined on the
basis of experiences that are obtained in
order handling. These performance
indicators (complexity of processed details,
batch sizes, order handling deadlines,
productivity etc) are basis for decision-
making in the planning phase, but also give
input to improvement process. To start
improvement actions, occurrence of waste
and its reasons have to be determined. This
has to be done on workplace basis.

So we reach to proactive (preventive)
actions [21, 22] which percentage should
increase. In organizational behaviour the
proactive behaviour (or proactivity) by
individuals refers change-oriented and self-
initiated behaviour in the workplace.
Proactive behaviour involves acting in
advance of a future situation, rather than
just reacting. Proactive behaviour can be
contrasted  with  other = work-related
behaviours, such as proficiency, i.e. the
fulfilment of predictable requirements of
one’s job, or adaptivity, the successful
change initiated by others in the
organization. Proactivity that originates
from workplace is bearer of transformation
and improvement process in the
organization. Transformation process itself,
reactivity and proactivity are main
functional processes that company should
continually manage, measure and improve.
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4. CONCLUSIONS

The article material is approved by the
consortium of companies belonging into
Innovative Manufacturing Engineering
Systems Competence Centre IMECC and

the theoretical results are used in e-
manufacturing  system  development,
available as demo version at

http://www.imecc.ee/.
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INNOVATIVE KNOWLEDGE: THE IMPORTANCE AND
FUNCTIONALITY IN THE PRESENT AND FUTURE ENTERPRISES

Maceika, A. & Janc¢iauskas, B.

Abstract: The authors of the article
carried out a number of studies, have
collected and analysed relevant
information about innovative knowledge.
Applied methods — a survey of scientific
literature and other information sources,
structural system analysis, a sociological
inquiry of the industrial enterprises and
public administration institutions
personnel and experts evaluations.

The analysis of the literature sources and
inquiry results showed that there are a lot
of problems related with attraction of the
means  for  innovative  knowledge
development. The problems appear in the
field of the motivation, learning, risk
decreasing, and other resources attraction.
A survey showed that there is a great need
for knowledge and skills of staff
management in order to have successful
innovation activities. To improve the
situation it is valuable to start with the
existing situation analysis of the company.
Innovative knowledge management is
important for well-targeted approach as
well.

innovative
enterprise,

Key words: Innovation,
knowledge, industrial
knowledge management

1. INTRODUCTION

The Lithuanian enterprises and institutions
must understand how to evaluate and to use
their intellectual potential in the business
development in order to survive in the
market and secure a reasonable size of the
profit. We believe that the innovative
knowledge management in the enterprises
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and institutions would give them quite a lot
of economic, social and even cultural
benefits.

The goal of the work: to provide a research
of the innovative knowledge usage situation
in the industrial enterprises and to foresee
the ways how to develop this feature to
have more benefits and effectiveness in the
future.

The subject of research: the innovative
knowledge and the development of its
usage in the industrial enterprises.

2. PROBLEM STATEMENTS

The authors have an opinion that
knowledge is constantly renewed as a
resource, even in the application process.
As a result, this feature of the knowledge is
very useful for all management processes
and for motivation of decisions.

However, today we are more concerned
about the innovative knowledge, which is
associated with the entering in to the new
markets, use of the new products, services,
manufacturing and organizational
processes. Innovative knowledge also
related with promotion of customer’s
needs, higher technology application in the
domestic industry, professional activities,
cultural development and similar subjects.
William Lazonick [1] referred that central
importance to the accumulation and
transformation of capabilities in the
knowledge using industries is the skill base
in which the firm invest in pursuing its
innovative strategy. Within the firm,
different  functional specialties and
hierarchical responsibilities characterize
the division of labor, and define the firm’s



skill base. In the effort to generate
collective and cumulative learning, those
who exercise strategic control can choose
how to structure the skill base, including
how employees move around and up the
enterprise’s functional and hierarchical
division of labor over the course of their
careers. At the same time, however, the
organization of the skills base will be
constrained by both the particular learning
requirements of the industrial activities in
which the firm has chosen to compete and
the alternative employment opportunities
of the personnel whom the firm wants to
employ.

The administrative way to implement
innovative knowledge management system
through the project is very important to.
For example, in Southern Italy the
Soveria.it project take a part. This project
is cover e-government, e-democracy, and
e-factory activities to promote the use of
information and communication
technology and to develop permament lab
for innovation. According to Gianpaolo
lazzolino and Rinaldo Pietrantonio [2] it
shows how a too heavy top-down approach
can act as a weakness for stimulating the
growth of less developed areas and
provides a possible solution for it — i.e., a
better understanding of the society’s needs
and a stronger partnership with civil
society and local firms.

The empirical research of Jinyu He and
Heli C. Wang [3] showed that in a highly
innovative firm, incentive based interest
alignment is more appropriate for
motivating managers; monitoring will
normally be less effective, and in some
cases may even be counterproductive, as it
will tend to constrain managerial
discretion, which is necessary for the
efficient deployment of a firm’s innovative
knowledge assets.

By Richard Whitley [4] the increasing
importance of academic research skills and
knowledge in the development of the new
industries means that variations in the
dominant institutions governing the
development and use research skills also
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have significant consequences for the rate
and type of technical changes in diferent
market economies. Additionally,
differences in the rate of movement of
scientists and engineers between the public
research system and private firms, and
between firms, affect the flow of
knowledge and skills. The development of
innovative competences in cooperation
with business partners, innovating firms
often gain considerable knowledge about
new technologies, markets and process

improvements from trade associations,
industry  groupings,  suppliers  and
customers. However, high levels of

involvement in industry collaborations,
tend to lock firms into current
technological trajectories and sectoral
boudaries. = Strong and  continuing
collaborations with industry partners, then
encourage relatively cumulative
development of innoative competences
within firms, and not the introduction of
competence-destroying innovations. This
limits their ability to change innovative
competences radically, as well as inhibiting
their capacity to absorb quite different
forms of new knowledge.

In particular, it has been shown that, first,
technological innovations have sometimes
preceded science, in that practical
inventions came about before the scientific
understanding of why they worked (the
steam engine is a good case in point;
another example is airplane, the
aerodynamic properties of which were
mathematically elaborated only after the
actual development of the artifact) by
Giovanni Dosi, Franco Malerba, Giovanni
B. Ramello, and Francesco Silva [5].
Rolandas Strazdas and Zilvinas Jangioras
[6] providing creativity process
management tool “O Generator” which is
very important for product innovation
development in the companies of creative
industries. There are the problems to have
original product every time from one side
and to decrease the risk of innovation from
another.



3. APPLICATION AREA

The main application area for innovative
knowledge usage situation research results
is development of the industrial enterprises
innovation activity. The research involved
Lithuanian industrial enterprises and there
are questioned 455 personnel
representatives. The 90 personnel of public
administration institutions representatives
were questioned too. The results of the
investigation can be wuseful for these
enterprises and worldwide in general.

4. RESEARCH COURSE

As the first step the aim of the research was
formulated. At the second step the research
of the industrial enterprises personnel the
innovative knowledge usage situation
value orientation took place. Third step
involved the analysis and evaluation of the
innovation situation in the enterprises by
using an average value method and after
the analysis adequate conclusions were
stated.

5. METHOD USED

Applied methods — a survey of scientific
literature and other information sources,
structural system analysis, a sociological
inquiry of industrial enterprises and public
administration institutions personnel, expert
evaluation by six innovation activity
specialist.

6. RESULTS

Extended research displayed that less than a
half of the respondents properly understood
innovation term in the industrial enterprises.
To the question “What is innovation?”
rightly replied 48 % of respondents,
inaccurate answer was received from 40 %
of the respondents, unanswered cases
constituted 12 %. The situation is better in
the public administration institutions field.
There we had correct reply from 61 % of
respondents, inaccurate  answer  was
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received from 38 % of the respondents,
unanswered cases constituted 1 %. Average
values of respondent’s answers are
presented in the table 1.

The answers of
respondents, %
Public
Respondents adminis-
Industrial |tration
enterprises |institutions
personnel |personnel
No answer L 11.87] 1.11
Novelty | 24.40] 14.07
Renovation | 1.65 | 0.56
New idea,
product,
invention, and so
on 8.02 5.19
Process of
thinking, turn up,
searching,
increasing,
creating, and so
on 6.04 18.15
Introduction and
realization of the
novelties,
technologies,
products, services 34.51 46.48
Development of
the technologies,
products, services
and so on 8.57 7.59
New way of
thinking how to
invest, to create
the business 4.95 6.85
Table 1. Average evaluation of

understanding of innovativeness (one
respondent can have few opinions, for this
reason some answers was divided in to
several parts, with total sum equal to 1)

Research showed that respondent opinion
about innovation term was divided. The



answers that innovation is novelty,
renovation, something new and the process
of doing something was evaluated as
inaccurate, because a real innovation has
business aspect and shows that the subject
was developed and totally introduced in to
the practice. The creation it self is only half
way to innovation. Innovation is the process
of renewing of something and generally
means invention implementation and
acceptation by the market or society. The
personnel of the future enterprises must
understand innovation term very well.

For the purpose to establish innovative
knowledge and skills, that are necessary for
innovative activity success, six experts of
the Lithuanian Innovation Centre carried
out assessment by using a questionnaire
form.

Average evaluation of
The description |importance for
of knowledge successful  innovation
and skills field |activity, points (1-10)

|Kn0wledge ‘Skills
‘Economic | 7.93 ’ 8.42
‘Psychology | 7.93 ‘ 8.67
‘Engineering | 7.2 ‘ 7.17
‘Management | 8.3 ‘ 8.7
The law | 7.63 7.5
Personnel
management
specialization
(only for
leaders) 10 10
Entrepreneurship
specialization
(only for
leaders) 9.24 10
‘Total average 8.32 8.64

Table 2. Knowledge and skills that should
be given to workers of industrial enterprises
for successful development of innovative
activities (mean scores)

527

In the table 2 the summarized results of the
expert’s evaluations are presented.

The results showed that the knowledge and
skills  in the field of personnel
management, specialized only for leaders,
was assessed as most important for
successful innovation activity. Their
assessment was 10 points in an average.
How much less evaluated entrepreneurship
field knowledge and  skills. This
assessment mean score was 9.5 for leaders
knowledge, and skills assessment average
was 10 points. The lowest ratings were
obtained for the engineering knowledge
and skills field. Their average grade was
7.2 points for knowledge, skills assessment
and an average of 7.17 points was
obtained. All researched knowledge and
skills was evaluated by the experts as are
important  for innovation activities.
However, engineering knowledge can be
obtained from professional consultants, so
this type of knowledge is not so important
to direct innovation activities, in addition,
technological part of innovation can be
purchased in accordance with project
requirements.

Innovative  knowledge —  advanced
information and skills for theoretical or
practical understanding of a subject, which
is related to innovation process. Innovative
knowledge can be the start line for
innovation or result of innovation process.
We believe that scientific methods, as
innovative knowledge acquiring means,
will be more important in the future
enterprises. The advanced learning and
research methods, new technologies, and
more forward-looking personnel can create
the necessary knowledge and skills base
for doing something original and useful for
the society.

We offer this scheme (table 3) for
innovative forms of knowledge extraction
and detection. It is very wuseful for
facilitation of the understanding of the
innovative nature knowledge, which in turn
helps to drive the investigator and the
company's professional efforts in the
managerial decisions making process.



The proposed scheme is also important for
finding a future way to understand and
describe the features of new enterprise.

Production activities Dominant types

(the areas of innovative |of innovative
knowledge knowledge
accumulation)

Designing of updated or |Economic,
newly created product  |engineering,

and service (demand management,
evaluation, engineering |entrepreneurship,

solutions, economic psychology, the
evaluations, selection of |law
the production form and

technology)

The improvement of the |Economic,
company logistics engineering,
(individual connection, |management

the reduction of cost of

freight and warehousing)

Production and sale of [Economic,
products and services engineering,
(improvement of plant, |personnel
production and sales management,
processes, working entrepreneurship,
methods, skills, the law
equipment, and devices)

The company's Economic,
marketing activities personnel
(improvement of management,
scientific and practical  |psychology,
marketing methods, entrepreneurship

dealing with the business
partners and customers)

Information activities of |Personnel

the  enterprise  and management
communication specialization,
processes (improvement [psychology,
of information and engineering
communication systems)

Table 3. The areas of production activities
where dominant types of innovative
knowledge are accumulated

We believe that the company, as evolving
socio-economic phenomenon, must be

described within disclosure of the systemic
entirety of the features. These features are
formed by enterprise socio-economic
content.

In assessment of industrial workers'
information level it is important to
understand that the information about the
required work must be in a sufficient
volume, reliable and accurate. There is
important knowledge how to handle
information and how to present it for the
innovation process participants.

7. CONCLUSIONS

After examination of the thematic problem
of this article the following conclusion are
stated:

1. For the Lithuanian companies and
institutions it is reasonable to learn how to
evaluate and to wuse the intellectual
capabilities of people which are working in
the production development field.

2. The operating experience of
international companies and institutions
from other countries shows that this
problem exists in many organizations,
especially in small and medium-sized. For
solving this problem it is possible to do
positive work by intelligent management of
the innovative knowledge in the companies
and institutions. We need to discover
specific of innovative knowledge on the
basis of its participation in the new
processes for creating the new forms of
activities, methods, technologies, products
and the most similar.

3. The concept of innovative knowledge
includes innovative forms of knowledge
that are obviously involved in the
production process, from design stage
recurring and emerging of the products and
services to the marketing process at the
end. The specific types of innovative
knowledge one can identify by using
scheme for extraction and detection of the
innovative engineering and other forms of
knowledge (see the 3 table).

4. New, forward-looking company or
institution begins its one from the



understanding of the key features and
proper  logical and  practical its
development. Such an essential feature -
the activities associated with the company
in general and particularly with the new,
innovative, engineering, economic - social
knowledge, and its management.

5. Research conducted in the country's
industry and public administration
institutions show not very joyful situation.
Innovation  concept  more clearly
understand about 48 percent of the
industrial enterprises and 61 percent of the
public administration respondents. Results
from a study of the other articles,
discussions, reports and other items shows
that knowledge management in enterprises
and institutions of the country is in a state

of neglect, because in many cases
inconceivable that without a good
knowledge, especially innovative, it is
impossible to  make  continuously

successful innovations.

6. It would make no sense to prove that
even the better educated respondents, who
are unable to overcome the business
circumstances where more innovative
knowledge is redundant, are silent partners
in risky business.

7. It is obvious that for our country (but
apparently this situation are in the other EU
countries also) enterprises and institutions,
that the lack of understanding how proper
manage the new knowledge generally, and
especially innovative knowledge, has
become a  significant  brake  of
development.

8. We have no doubt that business is
impossible ~ without a  systematic,
continuous creativity development, and
creativity is impossible without innovative

knowledge understanding and
management.
9. The thinking about the lack of

investment causes a lot of damage for
accumulation of knowledge and for its
innovative use.
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THE CREATIVITY OF INNOVATION TEAM

Maceika, A. & Zabielaviciené, 1.

Abstract: This article studies the effect of
organizational factors on creativity and
personal qualities of people, working in
innovation teams. The authors of the study
describe three main factors of innovation
team’s member’s creativity: openness,
perception and high degree of moral
quality. The study also provides definitions
of openness, perception and high degree of
moral quality, as well as presenting
analysis results of the effect that these
factors have on creativity of persons
working in innovation teams. A person’s
level of moral development is taken into
consideration, ~ when  measuring  the
influence of personal qualities of creativity.
This study also provides and logically
proves a four-stage classification model of
a person’s level of moral development.
Econometrical methods were chiefly used
in uncovering the effects of a person’s level
of moral development on the factors of
creativity.

Key words: Innovation team, creativity,
perception, openness, high degree of moral
quality, moral development

1. INTRODUCTION

Team-work in the sphere of innovations is
very exceptional. To do this work great
creative potential of the team is required.
Leading of this type of the team also
becomes significantly more challenging. It
1S necessary to facilitate an atmosphere,
where the members of the team are able to
unleash their creative abilities as well as
improve them. Creative personalities are
more sensitive to the psychological climate
of an organization and also to their inner
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sense of motivation to create. The topic of
team-work in the sphere of innovation is
one that has gained little attention in the
academic community. Journals focused on
the field of innovation only touch upon the
very basic principles of. This means, that it
is expedient thoroughly to study the factors
that influencing the creative potential of
innovation teams, as it is a topic which has
not gained much attention from
researchers. The results of these studies
should create a basis for methodological
improvements in the process of forming
and managing innovation teams.

The goal of the work: is to make research
of processes that happening in innovation
teams and to determine what factors have
influence on the team member’s creativity.

The subject of research: the creativity
factors of innovation team.

2. PROBLEM STATEMENTS

Research shows, that organizations show
little interest in the process of forming
innovation teams. The interests are
generally limited to employee selection on
the basis of professional competence. It is
currently unknown, just how much does a
person’s perception, openness and high
degree of moral quality (representing the
need for wunderstanding, openness for
novelty and the ability to question rooted
views and also the need for personal
improvement) influence his creativity. It is
also unknown, how the aforementioned
qualities are related to a team member’s
degree of moral development in relation to
his value system and his willingness to
defend his values.



3. APPLICATION AREA

Main application area for innovativeness
research results is development of the
industrial enterprises personnel creativity.
The research involved 70 representatives of
the personnel with an engineering degree.

4. RELATED WORKS

Most theorists believe that creativity is a
complex phenomenon determined by many
different combinations of components.
Academic literature outlines various
different models of creativity, combining
various components. One of the most
widespread models is K. K. Urban’s (1991)
[1] model, which outlines 6 components of
creativity. They are: specific knowledge,
skills and abilities, divergent thinking,

common  knowledge, tolerance  of
ambiguity, motivation and task
commitment.

Creativity is usually associated with a
person’s need for self-actualization,
originality, understanding of his mission in
life and internal motivation. M. A. Runco
(2004) [2] believes that creativity is a
complex combination of different qualities:
originality, flexibility, activity, ability to
solve problems and accept challenges,
ability to determine changes in the
technological field as well as culture. C. R.
Rogers (1961) [3] considered creativity a
quality common to all humans. According
to him, the need for self-actualization is the
main requirement for creativity to flourish,
expand your potential choices and feel
satisfaction in creation. Rogers determines

these internal conditions needed for
creativity:
1. Openness for experience, extension.

2. Internal compass of evaluation.
3. The ability to combine terms of
received elements of information in a novel

way.
The author also describes external
conditions needed for creativity -

psychological freedom and psychological
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safety. C. R. Rogers believes that
psychological safety is created in 3 ways:

1. By completely accepting a person’s
intrinsic value without any prejudices or
requirements.

2. Not evaluating other according to your
own created value system.

3. Emphatically accepting another person.
C. R. Rogers’s presents arguments that
analysis of potential opportunities given by
innovation teams is very relevant today,
because this process uncovering the
essential factors and conditions for
creativity to flourish. By applying these
ideas in practice, we can help managers to

understand the importance of
reconceptualization for companies’ growth
and fundamentally change relations

between managers and their subordinates.

An employee’s creativity is currently being

valued only as potential possibility to

increase the company’s profit and no

attention is given for creativity as an

expression of a person’s independence and

intellectual prowess. In many cases today’s

company’s managers put so little effort to

accept their subordinates without any

prejudices or requirements, i.e. accepting

them just as they are. Only by

understanding an employee’s personal

freedom to act according to his own beliefs

can you begin to speak about any

meaningful use of creative potential in

companies and innovation teams.

According to another researcher E. P.
Simontono (2000) [4] there are two main
models of creativity. One of them deals with
the process of creativity, studying product
and personality. We could designate C. R.
Rogers’s model as being of this paradigm.
The other model, according to Simontono, is
the “economic-commercial” model. The
author argues, that this model is not based
on any theory and only promotes quick
studies of manifestations of creativity and
invest in creativity as one would invest in an
expensive item. A survey of engineers
working in industrial companies revealed
that this model is the most common one in
the Lithuanian industrial companies.



To establish the factors that affect the
creativity of innovation teams necessary to
make analysis of the values system too.
The pioneer of a new branch of psychology
(existential analysis) V. E. Frankl (2005)
[5] describes 3 categories of values:
creative, experiential and attitudinal values.
It is possible to implement creative values
by active means. Experiential values are
achieved by experiencing something. The
authors of this article believe, that
experiential values in an innovation team
manifests as self-realization in the act of
creation. Attitudinal values are determined
by a person’s relations with the restrictions
of his life. Specifically, team work in the
sphere of innovation should be considered
as a combination of creative and attitudinal
values. The company allows the team of
innovation to implement and achieve both
types of values. It usually require the team
to implement creative values and also take
a closer look at the attitudinal values
creating positive and negative stimuli for
creativity. The implementation of these
creative values is closely related to the
team members’ personal creative values:
perception, openness and high degree of
moral quality.

Perception is the registration and
processing of sensual experiences, a
reflection of an object, situation or the
entirety of an event in the consciousness.
Processes of perception are intentional and
are used to disseminate the data content of
a specific situation. It allows a person to
compare the perceived objects with the
earlier perceptions of the same objects
stored in memory and then recognize them.
Perception in this regard is similar to the
process of thought in the sense, that it has
the capacity to transform the mental image
and make it appropriate to make a decision.
These sorts of transformations, usually
unconscious in nature, may help to
creatively solve most problems. Perception
contributes to look at the same problem
from different vantage points and also to
stimulate new solutions as well as new
directions of activity.
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High degree of moral quality is a
personality trait which describes a person’s
devotion to higher ideals or ideas. It
expresses a person’s dissatisfaction with
the current reality and a desire to change it
in a better direction, i.e. the ideal. By
outlining possible future scenarios this trait
indicates the reason for creativity, its main
purpose. A person’s low degree of moral
quality results in a various negative ways,
such as skepticism, nihilism or cynicism.
Such an individual drowns in his routine,
becomes more primitive and spiritually
poor.

Openness to novelties is firstly the need to
question rooted beliefs and practices. It is
deeply connected with the sincere desire to
change and the belief that this will result in
a better future. Being satisfied with the

current reality and not wanting to
superimpose your own values make them
lifeless dogmas. The blind and

unquestioning following of such values
leads to hate of different beliefs and values,
mental stagnation, and uncreative thought.

5. RESEARCH COURSE

As the first step the aim of the research was
formulated. At the second step the research
of the factors that have influence on the
team member’s creativity took place. For
research we selected the factors that affect
the team members’ personal level of moral

development. Third step involved the
analysis and valuation of the team
members’ creativity situation in the

enterprises by using econometric methods
and after analysis adequate conclusions
were stated.

6. METHOD USED

Applied methods — a survey of scientific
literature and other information sources,
structural system analysis, logic analysis, a
sociological inquiry of people working in
innovation teams, regression analysis of
quantitative survey data.



7. RESULTS

When carrying out the survey on the
degree of moral quality, perception and
openness definition for the peoples who are
working in innovation teams, they defined
high degree of moral quality as a need for
perfection, perception as the need for
knowledge, openness as the ability to
change beliefs. The workers were not
evaluating themselves, but they evaluated
other members of their team. During the
survey the factors of creativity (y),
openness (x[1), perception (x[]) and high
degree of moral quality (x[J) were
calculated using indexes from 1 to 5. To
establish, how the creativity of people
working in innovation teams depends on
their openness, perception and high degree
of moral quality, correlation regression
analysis was made and relationship
between several variables by using
correlation regression analysis was found.
The appearance of regression function was:
»=0.501+0.385x, +0.1x, + 0.751x;; (1)

where y - a person’s creativity, x, - the

person’s openness, x, - the person’s

perception, x; - the person’s degree of

high moral quality.

During the survey, data were collected to
determine how the team members’
personal qualities (openness, perception
and high degree of moral quality) are
related to their level of moral development.
Different people wuse different ethical
standards for their decisions, what also
depend on their level of moral
development. In academic literature
according to S. P. Robbins (2003) [6] the
level of moral development of the workers
was analyzed by separating it into 3 levels:
unconventional, conventional and
principal. Each level is also separated into
two stages. According to S. P. Robbins’
(2003) [6] who provided frame of practical
observations logic, we grouped the
workers’ level of moral development into 4
stages.
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People belonging to the first stage are those
whose decisions are restricted by the sense
of fear. Fear weakens a person’s will,
smothers  initiative, activeness and
creativity. It is fear that usually hinders a
person’s creative powers: fear for your
reputation, to be misunderstood or laughed
at, that new ideas will be distorted or
stolen, that we are not competent, or that
we will not be rewarded. A person in fear
experiences makes situation when a feeling
of insufficient personal safety and creative
freedom becomes an unbearable burden.
The second stage consists of employees,
whose decisions are limited by their
personal interest. They are a lot more likely
to express their ideas; however, their
interests are usually limited to their own
person. Also, they are very competitive and
they try to become “the most important”.
In jobs where accomplishments are
handsomely rewarded they can be very
productive, however if there are no clear
standards of evaluation and this self-
serving employee does not feel any direct
motivation, his efforts to sincerely work
become very limited.

The third stage includes employees who
base their decisions on their obligations to
the organization. When this workers
making decisions and meeting their
engagements practical observations rely on
the rules prescribed by their organizations.
Employees who practice values not yet
accepted or a characteristic to a spiritual
organization without regard to the
majority’s opinion are put into the fourth
levels of moral development.
Organizations which support spiritual
culture admit that people look for meaning
in their job. The meaning of spirituality in
organizations is to help employees find
their sense of purpose in their work
according to D. P. Ashmos and D. Duchon
(2000) [7]. Spiritual organizations not only
provide a person with a task it also
acknowledges its wvalue. A spiritual
organization stands out from other in the
fact that it tolerates its employee’s self-
expression. It allows them to openly



express their opinions, moods and feelings
without any fear of retribution.

The survey was aimed at determining the
level of moral development of people
working in innovation teams. The
aforementioned four stages of moral
development were the basis for the actual
survey. That is why the level of moral
development (x) was valued from 1 to 4
depending on the achieved stage. The
relationship between person’s openness
and his level of moral development was
found. The appearance of regression
function was:

x, =0.225+0.755x ; (2)
where x - a person’s stage of moral
development.

The regression function of the dependence
between person’s degree of moral quality
and his stage of moral development is:

x; =0.706+0.739x ; (3)

where x - a person’s stage of moral
development.

The studies revealed that there is no
correlation between persons, working in an
innovation team, perception (x[]) and his
stage of moral development x .

By using this model possible to form up
the basis for innovation team creation and
its  structure  improvement.  Moral
development can be affected, because the
innovative team is formed of persons with
various levels of moral development mix.
It is important to know what part of the
team is covered by a higher level of moral
development staff. In addition the team
leader should monitor the level of moral
development and take  appropriate
measures to motivate it to grow
continuously. It is no guarantee that the
level of moral development of the team
will increase constantly. Growth may stop.
In this case, you can change the average
level of moral development by changing
the lower-level team members to the staff
with higher level of moral development.
This process can be very complicated and
in some cases almost impracticable,
because persons with high moral
development level are welcome in other
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creative groups too. For the creation
process the feeling of security is also
important. If there is a risk that when the
level of moral development will be too low
estimated and it is possible to lost team
membership, then person can spend more
time for looking good in the eyes of
assessor, but the efforts to create something
will be minimal at the same time. The level
of moral development and the other values
listed in the model can be evaluated only
by external evaluators from the set of team
members. This also allows for a subjective
evaluation of this phenomenon.

Our article examines the unconventional
creative team, which has no clear leader,
because the autocratic leadership and the
free creative process are incompatible.
Creator should be free and even
competition and preconceived interference
with the motivational means or interference
in to the creative process can confuse. It is
important that staff will be involved in the
creation process and will be personally
compatible. Theirs value systems must be
mutually dependent, and efforts to achieve
good results observed and evaluated. If the
type of the work is radically changing, the
competences of the employees must be
reviewed and adapted to the current
situation. Here it is good to apply learning
courses and other types of training.

8. CONCLUSIONS

After examination of the thematic problem
of this article following conclusion are
available:

1. Various factors have an influence upon
the creativity of innovation teams in a
myriad of different ways. We should
consider that luck of person’s internal
motivation drives as a negative factor.

2. The carried out survey of the factors
(that is openness, perception and high
degree of moral quality) revealed that the
biggest influence on creativity was from a
person’s degree of moral quality factor,
which representing the personal trait in
seeking perception.



3. Openness, which representing the
personal trait of questioning existing
concepts and view of the world, is also a
significant factor in creative drive.

4. The least important factor which has an
influence upon the creativity of the people
working in innovation teams was
perception. The perception representing a
person’s need for knowledge.

5. Different people use different ethical

standards for their decisions. This is
dependent on their level of moral
development.

6. The article introduces a logical grading
scheme of the level of moral development,
consisting of four stages of moral
development.

7. Tt is proposed that the first stage would
include people, whose decisions are
governed by their sense of fear, weakening
their will, stifling initiative, activeness and
creativity.

8. The second stage would consist of
people, whose decisions are governed by
their self-interest.

9. The third proposed stage comprises of
people who when making their decisions or
fulfilling obligations use the existing rules
and regulations within the organization.

10. People, who foster values and
principles, characteristic of spiritual
organizations, and not yet acknowledged
by their workplace without any regard of
the majority’s opinion would be ascribed to
the fourth stage of moral development.

11. The carried out study by using
econometric methods has revealed, that
level of moral development of a persons,
working in an innovation team, exerts
influence on that person’s openness. The
openness is representing his ability to
question existing concepts and the high
degree of moral quality is representing the
need to seek perfection.

12. The person’s perception, which is
representing the need to gain knowledge,
did not correlate with the stage of person’s
moral development.
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Abstract: This article deals with a
proposal of alternatives for adaptation
control improvement, mainly in its final
part, which represents the obtaining the
feedback on the process of adaptation and
the level of adaptability. It is based on the
research, conducted in Peugeot Citroen
Automobile Slovakia, Trnava. Definition of
essential theoretical terms is followed by a
brief description of research and proposal
of recommendations to improvement of
adaptation management and in the end it is
extended with the identification procedure
for evaluation of adaptation control system
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1. INTRODUCTION

The phenomenon of globalizations has been
persistent since the last decade of 20th
century and is still a factor that influences
organizations and people these days [3].
Accelerated changes to the economic system,
the effects of integration and the
globalization process requires the maximum
level of flexibility and adaptability to
economic  conditions, particularly  for
employees within corporate organizations.
People are no longer willing to passively
receive what they are offered, however they
wish to experience the feeling of satisfaction
and fulfillment at work. For this reason
intensive job rotation occurs and business
organizations try to ensure quick adaptation
to all aspects of a new job position. The
corporation contributes to the stability and
staff satisfaction from the first working day
and thus effectively reduce staff turnover

rate, which often occurs shortly after entering
a new job and represent unnecessary
financial  costs.  Effective  adaptation
management can provide benefits for the
company in the form of shortening the initial
phase, when the new employee is not
performing fully, has not yet mastered all of
his working tasks and is not included into the
stable working team and wider company.
The newcomer feels satisfied in turn, while
receiving increased support during the
adaptation phase, when experiencing some
apprehension and uncertainty about the new
environment. Managing the adaptation
mechanism with respect to the individuality
of each person becomes one of the keys to
success for business entities today.

2. THEORETICAL BACKGROUND
OF ADAPTATION IN THE
WORKING PROCESS ISSUE

The basic terms related to the adaptation in
working process are ,adaptation“ and
,;orientation®. Since these two terms do not
have a uniform interpretation of content in
the works of Slovak and foreign authors, the

differentiation between them has been
captured in the following formulations:
Adaptation at work is aprocess of

confrontation and coping with the changed
conditions of the individual when taking a
new job, or upon transferring to another
position within a company.

Orientation when compared with adaptation
is a closer term and is defined as consciously
managing processes within a company to
accelerate,  facilitate and  guide the
employee’s adaptation process.
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The process of adaptation in the working
environment is usually carried out on three
basic levels, which divide adaptation into
working adaptation, social adaptation and
adaptation to the corporate culture. [5]
Working and social adaptation means
adjustment of an idividual to working and
social conditions of work, while corporate
culture adaptation results in the state of
identifying with accepted values and
attitudes. These three types of adaptation
can not be understood as a time-separated
processes, since they occur more or less
parallel with how the new employee is
integrated in the company structure.
However it is quite common that the
ongoing, as well as the final level of
adjustment is not equal for all employees.
Therefore it is necessary to find ways how
to detect this status early and correct
identified deficiencies.

2.1 Factors influencing the process of
orientation
There are two groups of factors:

Subjective factors — arising from the
personality of an individual, his previous
life and work experience.

Objective factors — arising from the
conditions in the company, particular
department and specific work position .

All  factors should have already been
examined in the selection process of
candidates to detect certain predisposition to
cope with adaptation.. It is important to
consider this fact from both perspectives,
from the aspect of enterprise as well as each
candidate. In short it could be summarized
that the process of adaptation will be the
most problematic, as there is a greater
difference between subjective factors and
working requirements, and on the other
hand a greater difference between objective
factors and a newcomer’s requirements.

All the listed factors influence the
adaptation process, but there are some other
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conditions that contribute to successful
orientation, such as:

well mastered company orientation
program,

full support of the orientation program
from the management of the company as
well as from the other employees,

e cexecuting of ongoing as well as final
control of the orientation process and the
correction of identified deficiencies.

2.2 Consequences for a company not
conducting an orientation

It is not too difficult to imagine, how
significant are the consequences, when the
company management does not pay enough
attention to the orientation of newcomers.
The most undesirable situation in the terms
of company is the early termination of
employment. If this occurs to alarge
number of newcomers in one company, this
can be regarded as an adaptation crisis. This
is a very serious consequence, because the
high staff turnover rate of new employees
represents a high cost to the company,
because it is subsequently necessary to carry
out a new selection process. Therefore, the
ultimate goal of adaptation management
from the company’s perspective is to reduce
the newcomers” turnover rate. Influence of
sophisticated orientation system on staff
turnover rate is shown in figure 1.

Missing or incomplete orientation
= = Complete orientation

»

STAFF TURNOVER RATE

p—

~ N~

Period of the first few
months after starting work

Fig. 1. Influence of orientation system on
staff turnover rate [5]

2.3 Evaluation of orientation process
and follow-up orientation

An important part of the process of
orientation is aformal and systematic
evaluation [4]. This importance arises from



the need for correction of the orientation
program, in the case of certain shortcomings
detection. Evaluation of the orientation
process, whether continuous or final, is used
to obtain feedback for all subjects of
implementation of orientation program.
Evaluation of the orientation process and
adaptability levels, provide both the HR
department and direct superiors with a basis
for the implementation of improvements,
called the follow-up orientation.

3 ESSENTIAL CHARACTERISTIC OF
RESEARCH

An analysis of the current state of
adaptation management of new employees
was carried out in PCAS in 2009. The
adaptation control system, in other words,
the staff orientation represents a group of
tasks, for which the HR department takes
responsibility. However the performance
itself is carried out in co-operation with
supervisors, external and internal trainers
and co-workers as well.

All employees are from a socio-professional
point of view divided into 4 groups:

1. Unqualified production workers (APF)

2. Qualified production workers (OUV PRO)

3.Technical and administrative staff (ETAM)
4.Engineers and Management (IC)

Based on three criteria, firstly, the group
size, secondly, the importance of the group,
and finally expected recruitment volume in
the next 2 years after the survey, a target
group of workers was selected, on which
analysis and the suggestions were focused.
This selected group was the APF group,
because it represents the largest group (see
tab. 1), that mainly participate in
manufacturing activities and it is the group
with the largest recruitment activities to be
expected in the future (see tab. 2).

The group of ouv
employees APF PRO ETAM| IC | Total
Percentage |50% | 31% |15% |4 % | 100 %

Table 1. Group size
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Year APF OUV PRO | ETAM IC
1st year 1247 537 86 25
2nd year 600 102 13 6

Total 1847 639 99 32

Table 2. Expected recruitment volume in
next two years after the survey

The process of adaptation management was
studied at two basic levels:

1. At the recruitment level — although the
adaptation management in general is
expected to begin the first working day,
there are some subjective and objective
factors (mentioned above) that influence
adaptation and it is necessary to identify
their impact in the applicant’s selection
process. For this purpose the company
PCAS use the selection simulation tests
which detect whether candidates have such
subjective characteristics that correspond
with the requirements of particular working
position.

2. At the training level - most of the
orientation is carried out through various
training courses which begin on the first
working day. The first training that all
newcomers receive is the introduction
course. Its aim is to know the values of
PSA group, get familiar with the principles
of safety, the basic policy and strategy of
the company, its goals, methods and
indicators of the quality system as well as
all administrative aspects.

After the introduction course, all
newcomers go through a set of professional
training courses, both external and internal,
which are held either in external training
centers, or directly in the factory. Both,
internal and external training are aimed at
acquiring a variety of professional skills
related to job content and they contribute to
successful and fast adaptation of new
employees. Thus they represent the large
part of the orientation program, which
would not be complete if it did not provide
feedback on the training in the form of
evaluation. Subjects of evaluation are



trainees themselves, then trainers and
managers as well. For this purpose the
company has created specific evaluation
forms.

After finishing the training program,
employees are assigned the status of
»operational staff* and they are expected to
achieve a high degree of working and social
adaptation as well as adaptation to corporate
culture. This fact was verified by designing
a questionnaire, that was sent to 75
members of APF staff. After statistical
evaluation, the questionnaire proved to be a
very effective tool to obtain feedback
directly from employees and detect the
level of employee satisfaction, which leads
to working and social adaptability.

1. T know the hierarchical structure of my superiors.

2. I know who should I contact in a case of doubt, or when there is a problem.

3. Tknow my colleagues and I am interested in them.

4. Within the team of my colleagues I feel equal.

5.1 feel important and valuable at work.

6. The atmosphere within the team is very friendly and warm.

7. Our supervisor always informs us of all facts that matter.

8. My supervisor gives me the opportunity to express my views and he is
interested in them.

9. My supervisor always appreciates my well-done work.

10. My supervisor takes care for parity with others.

11. My supervisor leads us to mutual respect and tolerance.

12. My supervisor takes the active care of development and progress of our
team.

13. T know my competence and responsibility in the workplace.

14. 1 completely manage all my work tasks.

15. Training that I attended after starting work in the external trainig centers
made me sufficiently prepared to perform work tasks.

16.1 consider the internal training that were conducted in the factory training
centers sufficient to master work tasks.

17. I was thoroughly familiar with the principles of safety.

18.1 can orientate myself well in the spatial structure of my workplace and the
whole department.

20. Working conditions such as lighting, noise, dust, temperature and humidity
seem suitable for me.

21. Social equipment (dining room, bar, changing rooms, toilets, etc.) is
sufficient for me.

22. Time range and frequency of breaks and lunch break is sufficient for me.

23.Twas informed about all working conditions, social equipment and breaks
management already during the selection process.

24. 1 know the requirements of the employer for the work rate, which will be
required at the stage of full operation.

25. Have you ever been asked to perform other activities outside of your job
description?

26. Have you ever been forced to perform an activity without prior instruction?

27.1was familiar with the values accepted by PCAS.

28. 1 agree with these values.

29. T have a positive attitude and relationship to the company PCAS.

Table 3. The list of questionnaire questions

The designed questionnaire offers the
opportunity to receive through a formal way
the information about the level of
adaptability of new staff to the new
conditions. All the questions from the
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questionnaire are listed in the table 1. It
contains 27 statements, which are rated by
employees according to the following
legend:

1 - the statement is true,

2 - the statement is almost true,

3 - rather disagree with the statement,

4 - the statement is false

and two questions which are given statement
yes or no. The first 12 statements are focused
to evaluate social adjustment, a further 11
statements along with 2 questions to monitor
the degree of working adjustment and the
last 3 statements are included in the
questionnaire to identify the degree of
adaptation to the corporate culture. The
questionnaire is suitable for new workers,
who have already had enough time from
their starting day to learn job skills as well as
for integration into the social structure and
they are expected to achieve a high rate of
adaptability. It is atool of anonymous
collection of information, which is suitable
for larger groups of workers to reflect
accurately the actual situation. The
questionnaire is evaluated by arithmetic
mean of assigned values for the entire group
of participants taking the arithmetic mean
determined first on each statement separately
and subsequently for each group of
statements. Finally, it is necessary to
establish  dividing values for the
categorization of results.

3.1 Summary of research findings and
proposed improvements

All  results obtained through the
questionnaires were subjected to statistical
evaluation and summarised together with
the results of personal observation and
other used methods. Finally it can be stated
that the adaptation management of APF
newcomers is overhauled, focusing mainly
on working adaptation. As the adaptation
process is carefully planned, all the
methods used in the analysis were focused
to reveal certain shortcomings in the
existing system of adaptation management.
Consequently the group of improvements
was designed, which were precisely



tailored to specific business and specific
time. A this point, one of the proposed
improvement, which is widely applicable
in practice for many businesses should be
highlighted, which represents an
adaptation interview.

3.2 Content and form of adaptation
interview

The adaptation interview should consist of
the similar questions as used in the
questionnaire, also divided into 3 groups of
questions focused on adjustment to
working conditions, social conditions and
corporate culture.

The adaptation interview should take the
form of informal structured interview using
questions prepared in advance and
providing space for employee’s free
responses and insights. The adaptation
interview 1is performed by a specially
trained person who must meet the
following requirements:

Although the adaptation interview has an
individual form, the results are summarized
for the group of employees and are
anonymous. The person responsible for the
interview will discuss the results and
conclusions with competent persons who
are consequently trying to design and adopt
improvements, that can help actual
employees to eliminate dissatisfaction and
for future employees this can bring the
effects in the form of streamlining the
adaptation process. Thereby the adaptation
interview becomes atool for permanent
improvement of adaptation control system
in the company.

3.3 An identification procedure to
evaluate the orientation course for
production workers

After the conducted research, the focus was
placed on creating an identification
procedure for evaluation the orientation
course for production workers. The main
goal was not to create a unified procedure
of evaluation, but to provide a base
methodological frame where all the
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suggested steps of evaluation are detailed.
These can be adjusted by the enterprise
following its own specific conditions. This
could be helpful in facilitating the process
of identifying key weaknesses in the
adaptation management. [6] The suggested
procedure consists of 5 main steps
presented in figure 2.

Identification of an
individual steps of
orientation program

performed in a company |mmmd At training level

g At recruitment level

Data collection

Using one or more of the methods

Data analysis and

statistical evaluation
Setting of criteria for evaluation
Suggestion and adoption
of improvements Depending on where the major
deficiencies were detected

Adoption of tools for
permanent improvement of
orientation program

E.g. adaptation interwiev, which is
a form of permanent feedback from
employees

Fig. 2. The identification procedure for
evaluation of adaptation control system for
production workers

The first step of this process represents the
identification of individual steps, that can
be stated as parts of orientation program,
performed in the company. This section
should be focused on two main parts. At
the recruitment level it should try to
identify, whether the recruitment staff pays
sufficient attention to compare all objective
and subjective factors that influence the
adaptation during the early stage of
working performance. At the training level
it is necessary to identify all trainings and
determine, whether their performance
meets the requirements of the adaptation
control system. As the second step the data
collection needs to be undertaken, using
some of the mentioned methods:
questionnaire survey, self-observation or
interviewing. In the next phase of this
procedure, it is necessary to analyze and
evaluate all the collected data and for this



purpose the criteria of evaluation must be
established. In the fourth phase the
improvement steps should be proposed and
adopted and tools for permanent
improvement of orientation system as well,
if necessary, which represent the last
phase. As an example, the adaptation
interview, should be mentioned.

4. EVALUATION OF THE BENEFITS

Before conclusion it is necessary to
emphasize that all suggested solutions after
the application in practice can bring several
advantages, both for employees and
ultimately to the company. The most
important in the term of company seem to be
the reducing of staff turnover rate and
consequently reducing the cost of further
selection process and training.

5. CONCLUSION

The aim of the research was to propose
practical ways, which may contribute to a
better adaptation control as well as
increasing staff satisfaction. Since the whole
concept was tailored for the specific
company in specific time, in this work the
author tried to select those parts, that can be
used anywhere in practice. Usefulness of the
proposed solutions is nevertheless very large,
because it allows to modify the questionnaire
and adaptation interview’s  questions
according to the requirements of a certain
company and especially depending on what
kind of adaptability is in superiors” focus.
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Classification of Supply Chain Practices According to Customer Values
in Automotive Industry

Maleki, M.; Liiv, I.; Shevtshenko, E; Cruz-Machado, V.

Abstract:  Supply  chain spans  all
movement and storage of raw materials,
work-in-process inventory, and finished
goods from point of origin to point of
consumption aiming to contribute to the
end customer. In the current research data
about six customer values namely quality,
time, cost, customization, know-how, and
respect environment is collected in
automotive industry through a trade-off
based questionnaire in order to identify
customers preferences in this specific
industry. Thereaftercustomer value data is
discussed and analyzed using Bayesian
network.Finally, supply chain practices
which are contrubuting to those values are
classified into two major groups as
manufacturing and logistics practices.
Supply chain decision makers can benefit
from the outcome of this research to find
out variety of practices that they can
implement to improve the performance of
their supply chain based on what is
expected by consumers.

Key words: Supply chain, customer value,
automotive industry

1. INTRODUCTION

Supply chain (SC) refers to the complex
network of relationships that organizations
maintain with trading partners in order to
procure, manufacture and deliver products
or services. It encompasses the facilities
where raw materials, intermediate products

and finished goods are acquired,
transformed, stored and sold to end
customer in downstream end. These

facilities are connected by transportation
links along which materials and products
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flow. SC consists of many companies,
individuals and institutions which are
cooperating  with each other. SC
management 1is the coordination of
material, information and financial flows
between and among all the participants.
There is large number of paradigms that
can be used in order to reach the aim of
supply chain management. Besides, in
order to reach these objectives it is required
to integrate diverse amount of entities
which are operating along the SC.
Classifying SC practices is one step toward
integration in which SC players are
performing as a unified body.

In the current research data about six
customer values namely quality, time, cost,
customization, know-how, and respect
environment is collected from end
customer through a trade-off based
questionnaire. The data set is benefiting
from 118 responses from automotive
industry. Thereafter, the data is analyzed
and discussed using Bayesian network. In
the next step, supply chain practices are
classified into manufacturing and logistics
practices and connected to customer values
(Fig. 1).

This research is organized in five sections.
The second is dedicated to state of the art
which covers both supply chain integration
and customer value. The third section
analyzes and discusses the customer values
collected data. The forth section introduced
a table in which supply chain practices are
connected to customer values. And finally
conclusion is given in the fifth section.
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Fig. 1. Framework for classification of SC
practices based on customer values

2. STATE OF THE ART

2.1 Supply Chain Integration

Supply chain integration is the combination
of efforts to integrate supplier ,customer
information and inputs into internal
planning  through  cross-  business
relationships with internal cross-functional
teams [1] [2]. In macro scale the
integration can be eather internal or
external. The internal integration focuses
on the integration of processes and
transactions inside organisation in order to
develop its competitiveness. External
integration encompasses both customer and
supplier integration. Customer integration
is the process of acquiring and assimilating
information about customer requirements

and related  knowledge. Supplier
integration is the process of acquiring and
sharing  operational, technical, and
financial  information and  related
knowledge with the supplier and vice versa
[3].

In the literature SC  performance

indicatorshave usually categorized into
four groups: quality [4], time [5], cost [6],
flexibility [7], and green [8]. They have
also been grouped by quality and quantity,
cost and non-cost,
strategic/operational/tactical  focus, and
supply chain processes [9]. In the fourth
section supply chain practices are extracted
from the previously done research.

2.2. Customer value
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Although body of literature has extensive
theoretical materials on customer value,
due to absence of measures few empirical
studies are available in this area [10].
Besides, only few companies have the
knowledge and capability to actually assess
the connection between their industrial
practices and the value their customers
perceive. Nowadays, since the companies
define themselves in the context of their
supply chain, it is critical for them to link
their supply chain practices and align them
with requirements of final customer. Graf
and Maas [11] argues that there is no
concrete definition of customer value but

generally there are two theoretical
differentiable approaches regarding
company  perspective and  customer
perspective. The company perspective

stream is closely related to relationship
marketing, which aims at developing and
maintaining profitable business
relationships with selected customers. But
the customer perspective is focus on value
generated by a company’s product or
service as perceived by the customer or the
fulfillment of customer goals and desires
by company products and/or services. The
Blocker [12] emphasizes the fact that
customer value research in business-to-
business markets burgeons, many scholars
circumscribe its progress to domestic and
western markets studies and call attention
to the lack of consensus on how to model
customer value.

Due to the subjective nature of customer
value most scholars have resisted to
categorize it in terms of different values.
The research on customer value in the
current research is performed under six
terms as: Time [13], Quality [14], Cost [5],
Respect environment [15] [16],
Customization [17] [18], and Know-how
[19].

3. THE QUESTIONNAIRY DESIGN
FOR VALUE ANALYSIS

Customer value data is collected through
an innovatively designed questionnaire in



which trade-offs among customer values
are investigated by a comparison of states
in pairs. Five different states are given to
the respondent to select according to his /
her preferences. As the respondent picks
one state two digits will be stored in the
data set.

5 g
- 5 5 .
g g 8 2 g
£ B 5 E £
2 o 5 3 2
£ B 2z & E
e £ E E %
5] o 5]
E = E 3 &
§ & % & 3
= g =
S & E & =
Cost O ©) O O ®  Quality
4:0 3:1 2:2 1:3 0:4

If the respondent selects “Quality is much more
important than Cost” then Quality will receive a
score of 4 and Cost will receive a score of 0.

Fig. 2. The questionnaire design

For example, in case if quality is much
more important than cost to the respondent
then quality receives a score of 4 and cost
receives score of O that are stored in the
database (fig. 2).

Following this numeric approach facilitates
the data mining phase.

Due to the strength and robustness of
Bayesian network in identifying mutual
influences between variables it is used in
data mining phase. Besides, since Bayesian
network is rooted in probability theory it
can handle several different types of
variabls at the same time. Data mining is
done by using Bayesian network through
employing PC algorith.

4. ANALYSIS OF CUSTOME VALUE
DATA

The data set of this research benefits from
118 responses from end customers from 24
countries. Bayesian network is employed
in order to have concrete analysis of the
collected data and to identify the mutual
influences among values. Figure 3
illustrates the Bayesian network of
customer values. Each of customer values
is represented by one node with five states.
The important point is that the values of
this figure are extracted from a pair wais
questionnaire.

O Quality

L] Cost

Least_important 4%

Least_important 5%

o Time
Least_important 29%|(JJ]

Less_important 37%[[ |

= Customization
Least_important 17%
Less_important 33%

Equally_important 19% ]
More_important 12%.

Equally_important27%
More_important 16%

/ Most_important 7% -
i ;

Most_important 3%| v\
=} Respect environment =} Know-how

Least important 6%'
Less important 19%i|[ |
Equally _important 28%|J |
More_important 30%|[Jl
Most_important 17%|JJ]

Least important 13% I]
Less important 26%|[ |
Equally_important 33%|[J |
More_important 21%i|[JJ]
Most_important  7%|]

Fig. 3. Customer values presented by Bayesian network, thickness of arcs illustrate the

strength of influence
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Therefore, if we take cost into account it
says for 20% of respondents cost is the
most important value comparing to other
values and for 5% of them the cost has the
least importance. In other words, in a
situation when there is a trade-off between
cost and other values 20% of respondents
has picked cost as the most important
value.

Based on the finding of this analysis
quality has the most influences on other

customer values with four strong
influences on them. Cost is the next
important value with three strong

5. CLASSIFICATION OF PRACTICES

During the development of supply chain
the different paradigms has been
introduced where each  paradigm

influences which is  followed by
customization, know-how, respect
environment, and time. Time is the least
important value which receives influences
from all other five values. Besides, 29% of
respondents selected time as the least
priority in the trade-offs with other values.

An important point in this analysis is that
respondents are answering questions based
on the way they perceive each specific
value. Therefore, marketing scholars also
may benefit from it as well as supply chain
decision makers.

encompasses a variety of practices to be
employed in different sections of supply
chain including manufacturing / assembly
practices as well as logistics practices [20].

Customer values Ti

supply chain practices

me
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Know-

Customization
how

Quality  Cost

Apply life cycle assessment
Batch sizing

Cooperate with product/ production designers
to decrease environmental impacts

Cross functional operations

Cycle time reduction

Decrease work in process

Demand-based management

Flexibility to demand change

Implement standards

Joint designing / planning

Lead time reduction

Manufacturing transparency to customers
Modularization

Reduction of raw materials variety

Setup time reduction

Use recyclable materials

N

Manufacturing / assembly practices
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Apply life cycle assessment
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Flexibility

Implement standards
Information sharing with customers
Joint logistics planning
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Legend: /N increase the performance of customer value; \ decrease the performance of customer value
Table 1. Classification of supply chain practices for customer values
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Table 1 represents a set of practices which
are rooted in different paradigms. This
table illustrates the influence of any
specific manufacturing / assembly or
logistics practices on customer values. For
instance cycle time reduction as a
manufacturing / assembly practice reduced
both time and cost for the end customer.
Moreover, some of practices can be used
both as manufacturing / assembly or
logistics practice such as modularization.
However, there are different interpretations
of the same practice in these two contexts.

6. CONCLUSION

This research is taking one step toward
supply chain integration by connecting
supply chain practices with customer
values. Six customer values are analyzed in
this research and they are connected to
manufacturing / assembly and logistics
practices in automotive supply chain.

The proposed classification can be used by
automotive supply chain decision makers
in order to identify variety of practices
which are beneficial for their specific case
based on their customer values.
Automotive supply chain decision makers
may benefit from the findings of this
research to identify the most relevant
practices for their system.
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FROM PRODUCT CENTRED DESIGN TO VALUE CENTRED
DESIGN: UNDERSTANDING THE VALUE-SYSTEM

Randmaa, M.; Howard, T.J. & Otto, T.

Abstract: Product design has focused on
different parameters through history-
design  for  usability, design  for
manufacturing, design for assembly etc.
Today, as the products get bundled with
service, it is important to interconnect
product, service and business model design
to create synergy effect and offer more
value for the customer for less eford.

Value and understanding the value-system
needs to be in the focus of business
strategy. Value can be created, exchanged
and percieved. It can be tangible (physical
products, money) or intangible

(information, experience, relationships,

service). Creating value is usually a co-

creation  process, where customers,
suppliers and manufacturers all have therir
part.

This paper describes a paradigm shift
towards value-based thinking and proposes
a new methodology for understanding and
analysing the value system.

Key words: value centric design, value-
system, co-creation, value network
analysis, value activity cycle, value
distribution.

1. INTRODUCTION

Globalization and information technologies
have made the economic landscape more
transparent, customers smarter, more
demanding and networked. However, not
only the changes in the landscape of
economics have influenced the customer
behaviour. Michael Etgar has brought out
major changes in social sphere [1]:

. §ocial and cultural t_:hanqes: more time
is used for entertainment, sports and

education- social and
cost of free time increases,

e demographics: growth in the number of
smaller families and single people-
increased outsourcing of

various home maintenance
activities, growth in semi-
prepared dishes,

e entry of women into the workforce:
women's time spent on household
activities decreases- growth of
telemarketing and Internet  based
shopping,

e globalization: integration of economies-
Western-like patterns increase,

e technology: the Internet- the cost for
interaction between buyers and sellers
decreases,

e recession: increase in the number of
unemployed- market value of time for
many consumers has decreased,

e cultural changes, New Age beliefs and
behaviour- search of self-fulfilment e.g.
bread baking; shopping combined with
entertainment- purchasing has become
less of a cost factorand more of a
value-producing factor in itself,

e Increased efficiency of the consumer as
a producer: increase in the general level
of education in a market- more
efficient ~ consumption,  consumers

need less time for their in-house
performance of various activities.

e Vargo, Lusch and Morgan also state that
individuals become increasingly micro
specialized- there is an increasing
need for specialized services [Vargo,
Lusch and Morgan 2006].

psychological

It is due to these dynamic changes that new
retailing formats develop and consumers
want to change their mix of value
providers. Social and psychological cost of
time changes. How consumers value
different activities, products and services



changes dynamically  depending
customers™ context and life-style.
Also the wishes of industrial customers
have changed- industrial customers value
how well value propositions harmonize
with their existing components, processes
and strategies [2].

Expansion of collaborative technologies
allows businesses to organize their value
creation processes in new ways. Process-
centric view of business changes for
human-centric view of business, which
means that people are seen as the active
agents of business rather than processes.
Verna Allee [3] is developing a new
promising theory and methodology for
understanding the value network within
and outside a business.

There may be some major opportunities to
apply co-creation models between different
parties of economy (customers, suppliers,
retailers, producers etc.), that would
change how value is created, delivered and
perceived [1]. It is our ambition to
contribute to the shift towards value-based
thinking by opening up some new
perspectives for understanding the value
system and noticing new product, service
and business model design potentials.

on

2. THE THEORY OF VALUE-BASED
THINKING

This section establishes the context in
which the new paradigm of value-centred
design has arisen and introduces how to
view a value system or network.

2.1. A paradigm shift from product
centric design to value centric design

Recent studies in marketing, engineering
design and business development have
found that it is not tangible goods that the
customers want [4]. What customers value
is what effect these products have on them.
Two widely used examples of this idea are
the drill and the bicycle. Customers buy
holes (solution) instead of the drill
(product). Similarly they do not buy a
bicycle (product), but a mean for

549

transportation (self-service) or emotions
that a bicycle creates (ownership).
Function of the goods is to enable services
[4] and to provide less identifiable
experiences and emotions [5]

Ratio between created value and cost (not
only monetary cost) needs to be high to be
competitive on global markets. However,
recent findings that people’s choices in
economic experiments often deviate
substantially from those that would
maximize their immediate material payoffs
have generated substantial rethinking of the
postulates of human decision-making. The

most  well-known example of this
phenomenon is Linux (open-source
software, developed by programmers

voluntarily). It is therefore essential that in
order to provide the best, most competitive
offerings, a company must invest a
sufficient amount of time in understanding
what it is their customers, partners and
suppliers value [2].

Companies create value by their offerings
and customers judge the value of products
and services. Nevertheless, no two people
can have the same experience- each
experience derives from the interaction
between the staged event and the
individual’s prior state of mind and being.

Therefore  perceiving the value is
individual and context  dependent.
Consumers expect new products to

harmonize with their values and lifestyles,
and industrial customers expect products to
mesh with their existing components in a
work-system or a production process.
Value for customers is created throughout
the relationship with the company, partly in
interactions between the customer and the
supplier or service provider [2].

The authors have found in previous
researches through literature, example
cases and practice that seeing value from a
multi-disciplinary viewpoint opens up
some unexploited opportunities for the
companies to  create  competitive
advantages by overcome barriers within a
value system, design integrated products
and services, work more effectively, co-



create value with customers and achieve
long-term relationships with customers.

2.2. The value system

In Porter’s value chain concept, the stream
of values is one-way, company-centric and
the market is separated from the value
creating process (product is made ready
and then offered on the market). However,
this concept has proved not to be suitable
in the context of intangible products
(services, knowledge, financial products,
and experiences). New approaches in
science and economy show that the “value”
can also be shared or co-created (open
innovation, open source software, strategic
alliances etc.) by combining different
assets and resources into a value in the
same process (value star) [6] or in
interlinked activities (value network).

Value propositions are born by objects
which can be products (physical goods),
services, experiences, events, persons,
places, properties, organizations,
information or even ideas that describe

Competitors

N\

Other
Customers

Supplier’s
Value Star

y;

Supplier’s
Suppliers

/

Other Customers

Own Value Star

quantifiable  benefits that individual
organizations, making an offer promise to
deliver. As a result, propositions may
include many interlinked activities and
actors that are able to create value in many
other configurations other than a sequential
pattern.

Success of a company depends on how
efficiently it can convert one form of value
into another within its network. In order to
understand how any type of value is
created, it is necessary to understand the
value dynamics within the system.

The value creating process can be seen as a
value star, where all activities done are
participating in the process of value
creation. By linking many value stars into
one value system, value network is formed
(Figure 1). Within a value network besides
tangible goods and finance, also intangible
values can be exchanged and shared
(information, customer base, knowledge,
relationships, experience etc.), without
being converted into tangible values.

Partners
/

Other
Suppliers

Customer's
Value Star

<

Customer’s
Customers

\

Other suppliers

Fig. 1. Value stars connected into a value network

We see that understanding “value
creation” in a wider, more interlinked
context can unlock some potentially
undiscovered market spaces for co-
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created values and therefore be an
essential step  for  re-configuring
businesses for better fit in global
knowledge economy where customers,



suppliers, partners, employees and
relationships are seen as potential co-
creators of value and experience. Our
previous research affirms that value-
based thinking often enables to have a
better understanding of the problems
within a value system and therefore
assures  discovering more effective
solutions.

2.2.1 Value Network Analysis

Verna Allee has developed a Value
Network Analysis approach in order to
understand processes within and around
business to be able to re-configure them
for a better efficiency and long-term
sustainability [3].

Allee defines Value Network as a set of
roles and interactions that generate a
specific business, economic, or social
good. Therefore it can be said that Value
Network is any group of people engaged
in a purposeful activity. As long as
people experience a sense of reciprocity
and perceived value or accomplishment
from the interactions, people will stay
engaged.

Value Network Analysis shows roles,
transactions and deliverables. It helps to
form questions about optimizing the
value flows in the Value Network. The
prospect of her Value Network theory is
greater agility of businesses from greater
capacity to collaborate.

We take value-based thinking and Value
Network Analysis as a starting-point for
value-centred  product, service and
business design. We try to analyse
different roles and activities (instead of
roles, transactions and deliverables, as
Allee does) in order to find new ways to
distribute activities between different
parties and therefore create more value
for less cost within the value system.

3. VALUE-CENTERED DESIGN
This section proposes a new methodology

for value-centred product, service and
business model development.
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3.1 Value activity-cycle

In order to understand value seen from a
customer’s point of view (value in
customer context), it is vital to get insight
into the activities of the customer needed
to possess the value, which is where the
customer values are perceived [7]. This
can be seen as the frame for the total
customer experience, as it brings in a

time dimension of the value.
Vandermerwe [8] has developed a
graphical information model to get

insight into the Customer-Activity Cycle
(CAC). The CAC focuses on the
activities that the customers go through to
get the benefits of the offered products
and services. It consists of three stages
containing activities in relation to the
utilization of the company’s offerings:
pre — before use; during — in use; post —
after use. The activities are placed on a
cycle, to illustrate how they are affecting
the customer, the central stakeholder in
the middle. [8], [9], [10].

We have developed CAC further,
resulting in the Value Activity Cycle [2],
as a tool to conceptualise value systems,
focusing on the supplying network
around the customer and the possibility to
reconfigure this and to support the
customer continuously in the activity
cycle. Creating Value Activity Cycles
and and also un-bundleing the companys’
activities needed to configure and offer
value propositions. within a value
creating network makes possible to see
some interlinks and  opportunities
between the customer and the
companyes.

What is interesting to explore within this
cycle, besides the supplying network, are
the inherent and the maybe unused
recourses of the customer as these are
adding value to the total value system [6].
Vandermerwe’s focuses on how the
company can add value, by looking at the
critical points which are representing
value gaps, that hold opportunities for the
company to fill. What are also important
to elaborate from this customer cycle are



the recourses of the customer which can
add value on the same level as the
company.

Donald Normann [6] and his work with
emotional design, describes that long-
lasting emotional feelings (memories)
take time to develop, and they come by
sustained interactions, which are
important to see as a process of co-
creation between customer and company
[11]. The value creating activities are not
only a process within the company; co-
creation experiences are a new paradigm
of value creation.

3.2 Value distribution analysing matrix
In order to make potential interlinks
within a system more clear, it is
beneficial to analyse actors™ activities
within activity cycles in 4 perspectives-
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e Why the actors are acting like
that? (their needs and wants),
e Can they act differently? (their
potentials, resources),
e Why don't/can’t they act differently?
(their barriers, restrictions) and
e How do different activity distribution
strategies impact the value system?
For doing this, we propose value
Analyzing  matrix  from  activity
perspective (Table 2). This matrix shall
be filled in for every activity within the
value system [2]. When the company has
discovered all these 4 perspectives for all
the activities and actors within a system,
it is more likely able to see the big picture
about the situations the customers, itself
and other actors within a system are in. It
is now possible to see potential interlinks
for value co-creation, sharing, transaction



4) Product
transportation

Customer

Furniture shop

Transport company

Needs, wants

Wants transportation service to
be precise, in time.

Service provider should to be
polite, have clean shoes.
Service needs to be at low price
and fast.

Service can enhance
customer experience
and therefore
potentially form long-
term customer
relationship/ base.

Wants more customers and
higher prices.

Wants to save money by
optimising transportation
routes.

restrictions

are too small to contain and
thereby transport the product.

profitable as our core
business- selling
goods.

Potentials, Has a car, could transport the We can start our own | We can start working only for
product himself. transportation service | furniture shop, if we make a
resources Man powetr/resources through business. contract for long enough
friends to carry and drive. period and good enough
fixed prices.
Barriers, Does not have a car or the car This business is not as Sometimes we can not deliver

goods fast enough, because
we try to optimise our routes,
or the addresses given by
furniture shop are not valid.

Impact Customer feels that the productis | Itis good to have More work
expensive- there are added long-time relationship
costs. with a customer, do
statistics.
5) Product Customer Furniture shop | Assembly company
assembly

Needs, wants

Wants product to be assembled
correctly and not damage
apartment when carried inside.

In order to reduce
storage ground,
products must be
stored before
assembled.

Wants to assemble the
furniture at the manufacturing
factory- it is easier like that, no
need to carry tools.

restrictions

by himself because instructions
are complicated, assembling

profitable as our core
business- selling

Potentials, Could find some time to Could assemble the Could start working only for
assemble the product. Would like | products at shop right | furniture shop, if we make a
resources to improve home environment by | after purchase. contract for long enough
himself. Has friends, who can help | Could start our own period and good enough
if needed. assembly service fixed prices.
business.
Barriers, Itis difficult to assemble products This business is not as

added costs.

relationships with
customers, can do
statistic

requires special tools. goods.
Impact Customer feels that the productis | Itis good to have More work
more expensive- there are long-time

Table 1. Value analyzing matrix from activity perspective

and find ways to overcome barriers
within a system.

It is possible to see the need and purpose
of product, service or business model
development and also foresee some risks
that are in the value system [2].

4. CONCLUSION

Changes in economic, social and
technological landscape have created a
need for seeing value creation from a
more interlinked,  multi-disciplinary
viewpoint. Understanding the value-
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system opens up some unexploited
opportunities for the companies to create
competitive advantages by overcoming
barriers within a value system, designing
integrated products and services, working
more effectively, co-creating value with
customers and achieving long-term
relationships with customers.

Proposed Value Activity-cycle approach
combined with  Value distribution
analysing matrix is a tool for detecting
un-used potentials within a value-system.
Recent research through literature and
case analysis [2] shows that this
methodology can be very prospective for



designing value-centred
services and business models.
In order to validate the methodology and
prove its practicality, further work will be
done by applying it on existing and
developing businesses.

products,
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Abstract:

This paper will focus on the concept of how
to reduce the complexity of connectivity in
an integrated manufacturing engineering
system using Enterprise Service Bus (ESB)
approach. Software platform is developed
for designing and implementing the
interaction and communication between
mutually interacting software subsystems

and modules for manufacturing
engineering systems. The developed
approach enables a manufacturing

engineering systems to make use of a
comprehensive, flexible and consistent
integration and to reduce the complexity of
the applications being integrated.

The main objective of the current study is
to analyse ESB systems and integrate the
data and activities considered with
products, supply chain and shop-floor
management processes.

Key words: enterprise service bus, e-
manufacturing, integrated manufacturing
management systems, computer integrated
manufacturing.

1. INTRODUCTION

The increasing competitiveness in global
and local markets highlights the
importance of design, quality, productivity,
multi-company collaboration, optimal price
levels and production process
predictability. The manufacturers are now
under pressure to keep and increase their
places in the market. To improve their
ability to innovate, bring products to
market faster, and reduce manufacturing
bottlenecks, the manufacturers have been
improving their product development and
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management  abilities. In  the  recent
years has been seen growing investments
in the area of integrated manufacturing
management systems.

Modern companies cannot take success for
granted by living on their existing niche.
They are forced to develop and modify the
products and management  systems
constantly. This requires them to cope with
high dynamics and continuously adapt to
changing environments. Every situation the
business company faces an enormous
tasks.

It needs to perceive large numbers of
external stimulations to support
management decisions and effective the
information flow through the company. An
effective enterprise behavior relies on
mapping perceived patterns of stimulations
to the right set of actions. This requires a
number of non-trivial and highly sensitive
mappings, which is the complexity that
every enterprise has to handle [*?].

2. INTEGRATED MANUFACTURING
ENGINEERING SYSTEM

With emerging applications of internet and
communication technologies, the impact of
e-intelligence is forcing companies to shift
their manufacturing operations from the
traditional factory integration philosophy
to an e-factory philosophy. According to
[3*] there is a tight integration of:

a) e-Business (SCM, technology
infrastructure, CRM, dynamic decision
making);

b) e-Manufacturing (outsourcing,

collaborative planning, technology
structures, real-time information);



c) e-Maintenance (predictive technologies,
information pipeline, real-time data) [*].

In Fig. 1 there is presented the integrated
manufacturing management system
structure, used in IMECC applications. It
integrates the information considered with
the  products, resources in  the
manufacturing network and manufacturing
planning environment.

The main objective is to integrate the data
and activities considered with products
(product families), supply chain and shop-
floor management processes.

There is possible to have real life
information from the products, about the
technological capabilities, costs and
available resources inside a company but
also in a agreed amount inside a group of
companies /cluster/. The system gives the
possibilities for flexible communication
between the companies and customers but
also  between the companies and
subcontractors (partners).

Technological resources of the companies
are  described inside the  system
TECHNOL, which main functions are
described on the Fig.1. Additionally
TECHNOL could use the functionality of
the technological expert system
TEXPERT, which gives advices for
selection the most suitable manufacturing
method, about the alternative
manufacturing processes or cooperation
possibilities between the companies. The
methodology of estimation of working
place performance in a certain workplace is
given in [°].

Supply chain knowledge is linked with
various PDM, PLM, and/or ERP systems
for carrying out manufacturing planning
and scheduling operations for the product
and/or group of products ["?].

The main objectives of the integrated
manufacturing concept are to:

- maximize the availability and flexibility;

- assure reliability and maintainability;

- synchronize the customers and supplies
(companies)  and/or  supplies  and
subcontractors;
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- gather and use the knowledge for more
effective management;

- optimising the utilization of technological
resources.

The framework given in a Fig 1. gives us
the possibilities for having various
manufacturing information inside the
company but also sharing the necessary
information between the companies. With
this framework in place a general
information (existing technological
resources, the capabilities of the resources,
most suitable methods for machining, etc)
could be easily divided between the
companies and critical information can be
easily linked back to the corporate business
systems enabling a real time view of plant
operations.

At the current time in the networking

manufacturing  three main information
flows are under the control:

a) offering and order management
information flow;

b) resource utilization and sharing
information flow;

c) manufacturing planning information
flow.

The real time  connection into

manufacturing gives to the enterprises
more accurate view of ATP (available to
promise) and CTP (capable to promise)
information. This becomes essential in
supporting an e-business/e-manufacturing
strategy, as a company must have a real-
time view of its ability to fulfil customers
orders.

For  realizing  e-Business e-
manufacturing loops virtually every
enterprise must cope with information
system integration. There are three main
pillars what is necessary to fit together [°]:
a) XML is a data format — a tag-based
language for representing data;

b) Web Services are methods — a set of
standard techniques for requesting and
providing services;

c) SOA is a Framework — an architecture to
communicate with other systems.

or
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Fig. 1. Overview of manufacturing engineering system

3. SYSTEM ARCHITECTURE

In IMECC’s integrated manufacturing
engineering system’s architecture is based
on service based architecture that uses
events as triggers. This architecture is
called SOA 2.0 or Event-Driven SOA,
which is a form of service-oriented
architecture  (SOA), combining the
intelligence and proactive ness of event-
driven architecture (EDA) with the
organizational capabilities found in service
offerings. In Fig.2 is brought out the
schema of combined SOA and EDA.

For IMECC’s integrated manufacturing
engineering  system also  processing
Complex Events is required (Complex
Event Processing — CEP), it is noted that
CEP can get maximal use from SOA [*].
Event-driven  architecture (EDA) is
perfectly suited by its nature to support
automatic data synchronization
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Fig. 2. Combined SOA and EDA [']

Complex Event Processing  means
evaluating and analysing events and
therefore registration complex events as
simple events in certain timeframe. CEP is



being used for recognizing abnormalities,
threats and opportunities. It is also possible
to deliver more complex business logic
through CEP.

The backbone of SOA in event-driven
enterprises is the Enterprise Service Bus
(ESB), which combines messaging, data
transformation and intelligent routing
services to connect distributed applications
across an enterprise while assuring
reliability and transactional integrity [*4].
In this project was used the Enterprise
Service Bus (ESB) approach for enterprise
integration backbone and to treat
IMECC’s integrated manufacturing
engineering system’s stand-alone modules

as one of Integrated Resources. To realise
ESB approach the Mule ESB was used.
Mule ESB is a lightweight Java-based
enterprise  service bus (ESB) and
integration platform that allows developers
to connect applications together quickly
and easily, enabling them to exchange data.
Mule ESB enables easy integration of
existing systems, regardless of the different
technologies that the applications use.
Integrated  manufacturing  engineering
system’s detailed architecture schema is
brought out in Fig.3 and IMECC
manufacturing engineering system
prototype general architecture schema in
Fig.4.
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Fig. 3. Integrated manufacturing engineering system’s detailed architecture
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Fig. 4. General architecture of integrated manufacturing engineering system prototype
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Web-based manufacturing management
modules are integrated through Mule as
company’s  other  resources. Event
processing is done by BPEL engine, that is
integrated with Mule ESB using BPEL
workflows as event processing rules.

4. MESSAGE MODEL

Existing business software applications are
not interoperable because they use
proprietary data models and message sets
for business-to-business (B2B)
communication, industry consortia and
standards  development  organizations
(SDOs), such as the Automotive Industry
Action Group, have responded to this
problem by publishing standard messages
for interoperable B2B data exchanges, their
approach has several shortcomings that
impede standards adoption [**].

The REA model is much better than any
competing semantic model for multi-
company supply chain collaboration. The
Internet as a means of coordination is
driving supply chain collaboration very

quickly, but there is no accepted
standardized semantic model that can
actually encompass all supply chain

activities [**].

As a semantic web, REA can link
economic events together across different
companies, industries and nations. The
links are activity-to-activity or agent-to-
agent or person-to-person, not just
company-to-company. This means each
individual in a REA supply chain can be
linked directly to each other individual.
Adopting an all-embracing ontology as a
basis for sharing meaning, and as a
foundation over which to build up
information and knowledge exchanges,
remains a very unlikely scenario, since in
practice, multiple ontology’s and schemas
will be developed by independent entities
[15, 16]-

We suggest to use REA principles for all
sub-domain  and company  specific
ontology’s. These sub-ontology’s are
mapped with IMECC’s top-level ontology
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to provide central definition to events, that
should be discoverable outside one
subsystem or company.

5. CONCLUSION

During the work optimized concept of
reducing the complexity of connectivity in
an integrated manufacturing engineering
system event driven architecture combined
with SOA approach based on Enterprise
Service Bus (ESB) is described. Software
platform is developed for designing and

implementing  the interaction  and
communication between mutually
interacting  software  subsystems and

modules for manufacturing engineering

systems. Subsystems and modules of
IMECC’s integrated manufacturing
engineering systems are handled as

company’s other internal resources and
connected through ESB.

Event development and management is
based on BPEL workflows and event
processing is achieved with BPEL engine
integrated with ESB. For  better
connectivity between different companies
and sub-systems we use ontology’s and
ontology mapping between sub-domain
ontology’s. Ontology’s are based on REA
concept, to provide overall model for
defining events and related resources and
actors.
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Abstract:

The value creation process do not start and
end at a company's borders but span to the
complete supply chain through to the
customer. B2B framework covers relations
between the customers and supplies. The
basic to this framework are price requests
and offers. The main objective of the
current article is to develop the structure
and functionality for offer management in
the networking manufacturing.

The offer management objectives and key
functionalities have described. The
principles to achieve best results and risk
management tasks have also given in this
article.

The criteria of efficiency in offer
management process in the case of a single
company and in the condition of
networking manufacturing are considered.
Key words: e-business; offer management
system, open architecture for information
exchange; procurement system structure,
KPI-s and their estimation mechanism, self
learning system.

1. INTRODUCTION

The manufacturing process starts from the
B2B contacts or  customer-supplier
relationship [1,2]. Price requests (RFQ)
and offers compilation are the key
functions in the pre-processing stage. It
must be quick, accurate, flexible,
informative, comprehensive and observed.
Offers, product requirements  order
conformations, order status inquiry,
forecasting, etc are inseparable parts of e-
business. The limitation of available
resources and tremendous pressure in terms
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of fulfilling the order, leads to develop
supply chain management processes and
networking manufacturing systems [3,4,5].
Web-based technologies are widely used
to achieve the further described criteria in
the offer management process.

With emerging applications of Internet and
communication technologies, the impact
of e-business is forcing companies to shift
their manufacturing operations from the
traditional local factory level to an e-
supply chain and networking
manufacturing philosophy.

Offer management is tightly integrated
with the product structure management and
BOM as after defining the product and its
structure we can calculate the product’s
price. From the other hand it is closely
integrated with the enterprise resource
planning systems (ERP).

The most important modules that an ERP
systems supports are: sales, marketing and
distribution, enterprise solution, production
planning, quality management, assets
accounting, materials management, cost
control, HR, project management,
financials and plant maintenance [*].

From the ERP system we can get the input
information data to the calculation of
product’s price (material cost, purchase
product cost, labor cost, overhead, special
conditions dependent cost etc.)[>°].

There are many outsourcing environments
already in web for subcontracting different
services, e.g. Freelancer.com, Odesk.com,
Grabcad.com, 3dshower.com, Guru.com,
project4hire.com. Subcontracting websites

for manufacturing like mfg.com or
tech2select.com are especially rapidly
growing, which shows that web is



becoming important ~ channel  for
networking manufacturing.

In this article we are mainly focusing on
composing RFQs on web-based
environment efficiently and making joint

offers.

2. PROCESS STRUCTURE AND
FUNCTIONALITY OF MANAGING
RFQs

Offer management is usually one of the
basic processes in businesses, that has
important influence to all other processes.
In networking manufacturing environment
it is crucial to manage price requests (RFQ)
and offers efficiently to be profitable and
flexible. Offer management is important
part in ERP software packages and
exchanging RFQ-s is basic concept of
extended supply chain.

RFQ management process is divided into

four stages:
1) sharing information connected to
RFQs between suppliers

(manufacturer, who manufactures
product or offers service);

selecting suitable RFQs for making
offers;

2)

3) joint offer process;
4) submission of joint quote and
liability.
During the first stage customers

(manufacturer, subcontractor, agent, who
orders a product, part, service) publish
RFQ-s to the web based environment
(Wall). RFQ-s can be:

Open RFQ, that can be seen to all
users of a wall, this types of RFQ-s
are used when there is no previous
experiences in the field or entering to
the new part of wall (field);

Targeted RFQ, that is seen by
suppliers, who belong to the group
chosen (specified) by customer.
Targeted RFQ-s are based on
technological capability and previous
experiences;
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e Closed RFQ, which is targeted by
customer to specific supplier and not

seen by other suppliers.

On the second stage supplier makes an
initial choice from RFQ-s published on the
wall according to technological capability
and available capacity. Choice is based on
criteria’s according to RQF and described
products, details or services:
Available technological
(feasibility and quality);
Available capacity, (delivery time,
delivery quantities, flexibility);
Profitability (income,
economical efficiency).

capability

profit,

According to these criteria’s supplier
decides which RFQs need response (makes
offer). Responding to RFQs suppliers can
choose between two alternatives, which
form the basis for a variety of operating
principles:

Alternative | (see Fig.1). Offer from one
or multiple supplier. Supplier has all
necessary technological capability and
available capacity to make product, detail
or services described in RFQ with needed
delivery time, quantity and quality.

——————>  CUSTOMER
1
RFQ
___.;f::'_f_”___:—.
SUPPLIER 1 SUPPLIER 2
T I
v "’
Offer Offer
Fig.1. 1:1 or 1:n customer-supplier
relationship



Alternative Il (see Fig 2). In the case of
joint quote supplier doesn’t have necessary
technological capability or available
capacity to fulfill order. According to the
economical profitability and available
capacity of a collaboration supplier agrees
to take responsibility and is ready to
manage (coordinate) the compilation of
joint quote and filling order in cooperation
with other suppliers.

et e loint offer

WALL

N,
g

SUPPLIER 2
|

Fig.2. Joint offer preparing schema

SUPPLIER 1 SUPPLIER 3

In the case of joint offer, supplier compares
technological capability and the available
capacity to make an offer, described in
RFQ. Supplier compares the needed
technological capability and capacity with
the available and basis on this estimates the
needed additional resources.

According to this information, supplier
makes RFQ-s for needed capacity to
outsource and publishes RFQ-s on the wall.
Fourth stage declares that Supplier X takes
all responsibility for the offer.

As preparing joint quote we are dealing
with co-operation between suppliers. In
both phases there should be only one
supplier which takes full responsibility.
Supplier that takes the RFQ to make offer
also takes full responsibility for the works
needed to fill the order, when it is not
agreed otherwise. According to this, only
this kind of RFQs are taken from the wall,
where the works done by supplier has a
high percentage.
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3. OBJECTIVE FUNCTIONS OF A
OFFER MANAGEMENT PROCESS

Objective functions for the previous
process can viewed from two aspect. From
the company perspective, the main goals
are:
e Co-operation between suppliers and
customers, that increase effectiveness
and liability of process participants;
Addition to the co-operation it is also
competition with other suppliers or
customers. Feedback from the wall
gives us comparison about quality
and prices;
Participating in this kind of process
gives company possibilities to
specialize more and therefore is
developed more competitive skills,
knowledge’s and  technological
capabilities.

According to process centered view we can
divide wall’s goals to operative goals as
managing offers and strategic goals as
long-term co-operation goals.

From co-operation aspect we can point out
longer-term goals like:

e Creating active economic
environment, where it easier to
exchange information and
knowledge;

e Co-operation and balance for
competition, that supports
competitiveness of companies;

e Increasing competitiveness of
companies.

For measuring effectiveness of the wall
and also activity of customers and
suppliers there is feedback sent to the wall
and got from the wall.

To get feedback from the wall and to make
analyses it is important that there is critical
feedback sent to the wall.

Information about suppliers and customers
is being analyzed and main key-
performance  indicators  (KPI)  are
published, that help to estimate wall’s or



part of wall’s (field) effectiveness and
suppliers’ reliability, delivery certainty etc.
These KPIs are: order delivery certainty,
delivery accuracy, reacting speed for
changes during filling orders, price level
accuracy (real price and offered price), etc.
Feedback from the wall gives us constant
control over quality of service.

Based on key performance indicators
overall rating for supplier/customer can be
formulated. This overall rating can be
criteria for selecting suppliers or
responding to RFQs.

Feedback collected by wall can makes wall
self-learning system, where: feedback can
help to choose possible suppliers to whom
send RFQ-s and more reliable clients and
helps to propose available technological
resources.

4. RISKS WITH JOINT VENTURES
AND MANAGING RISKS

In case of simple order from one supplier
and also when participating in larger
supply chain, both customer and suppliers
have to take account risks like: quality
risks, delivery accuracy risks, risks of cost
management. The possible risks could be
managed through previously described
KPI-s. Major risk group with wall is
liability and efficiency risks.

Wall can be seen as balance for demand
and supply. When there are not enough
orders on the wall, suppliers will get
passive and where there is not enough
suppliers, customers will leave.

Main question here is how to create this
kind of system (wall) that has critical mass
of customers and suppliers and balance
between customers and suppliers and
RFQs.

The practice has shown that the main
problem is with these RFQs, that are not
interested to one supplier and the supplier
is not ready to take responsibility when
making offer, but in co-operation these
orders can be done.

In this case we need ,third party” with
following responsibilities:
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Make offers to this kind of RFQs that
participants are capable to fulfill, but
each percentage in whole work is
relatively small;

Make joint offers when needed
capacity is too large for one supplier;
Connects small and medium size
companies to offer for large orders
while being responsible for the offer.

To increase relibility of the wall, it is
necessary to decide previously who will
take the responsibility when:

Single supplier is not enough
interested to take responsibility;
When there is not such a company
that can take responsibility.

5. OPTIMIZING WALL’S DATA
FLOWS

Main focus in this article is concentrated

for optimizing offer management process.

There are the following target functions for

optimizing wall’s data flows:

1. Providing stable quality

e Reducing ,,noise* in the system,
this means that information
should be targeted better:

e Optimal feedback system;

e Eliminating false information and
structuring information flows.

Reducing delivery times

e Automatic and semi-automatic
composition of offers;

e Making information
faster  (additional
about RFQs);

e Finding optimal delivery time
through joint offers.

Cost efficiency

e Avoiding double entry for
information through whole RFQ
management process;

exchange
information

e Learning capability with
historical data about RFQs and
offers.



When optimizing information flows, wall
should be capable:

Create new RFQs
previously entered RFQs;
Incase of targeted RFQ, provide
optimal list of suppliers;

Describe  RFQ as accurately as
possible

In this process phase, which is delivering
suitable RFQs to suppliers, suppliers act
based on technological capability and
available capacity. It is important that
system can select suitable RFQs based on
technological capability and available
capacity.

Wall should also suggest possible joint
describing technological capabilities in
system and information about available
capacity. Also this requires describing the
products, details or services that are RFQ’s
objects.

To optimize data flows, wall should be
able to:

Communicate with the system, that
describes technological capability
and available capacity;

Describe products to find suitable
technological capability;

Provide overview and additional
information about customers, so that
suppliers can estimate the probability
of ordering by customer.

based

° on

In the final phase of RFQ process —
composing joint offer — there are following
scenarios:

Supplier orders only one operation
from other suppliers;

Supplier orders whole assembly unif
or component from other suppliers;
Supplier outsourcers the whole order.

Third scenario only exists when RFQ
contains many products or when leading
supplier (supplier being responsible for
offer) has advantages comparing with other
suppliers. This can be in case of targeted
price request or stronger background.
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In case of first and second scenario
suppliers need to describe the product data
to make the wall work efficiently.

To optimize information flow, wall should
be able to:

Offer possibilities to fill the order in
co-operation, this means calculating
most profitable configurations for
joint offer;

Compose price requests
automatically or semi-automatically;
Enable supplier to automatically
submit offer to certain operation,
when the product is described;

Offer suppliers from whom to ask
offers, same way as wall suggests
customer in case of targeted price
requests.

Sending  joint offer and  taking
responsibility is done by supplier leading
the composition of joint offer after getting
all sub-contracting offers and selecting
subcontractors.

Wall should be enable to compose joint
offer automatically, which means that
system selects best sub-contracting offers.
To achieve wall’s efficiency, there is
option to send joint offer when all required
sub-contracting offers have received. There
should be also control-mechanisms that
filter out reasonably high sub-contracting
offers, which can make the whole joint-
offer incompatibles and reduce reliability
of the supplier.

6. CONCLUSION

An important factor for the successful
cooperation is the design of the
communication network structure and the
inter-enterprise process if it. We must
remember that nevertheless that in the
market we are as competitors, successful
results and efficiency we can achieve only
through overall cooperation. Network
engineering must consider the production
capabilities, existing  resources, and
competences of the involved companies as
well the market demands and the life-cycle



aspects of the products. This engineering
also includes the approach of how the
product's value can be maximized
collaboratively by selecting the right
partners for the joint manufacturing, as
well as the optimal distribution of the
different adding-value steps within the
network.
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